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ABSTRACT

Environmental samples used in gamma ray spectrgsam@pin general not point sources, actually lagerces
are needed which have in general very low speeifiivities determining in the most cases the usshaoit

detector-source distances. As a consequence, £fféself absorption appear mainly for low enertiptpns,
and the crystal detector dimensions become comieawath the source dimensions.

In this work, an alternative method to obtain tiegedtion efficiency for large sources in gamma spscopy

measurements is proposed, in which solid point csutogether with a matrix of sand are used inrotde
determine the detection efficiency when large sesi@re involved. Monte Carlo simulations were alsoe in

order to explain effects like absorption of photdns to a matrix of sand used in the experiment.

1. INTRODUCTION

In some specific applications of gamma spectrosdbgy efficiency measurement of the
detector is easily obtained if the activity of thaurce is low (qu Ci) and point sources are
considered. The detector-source distance is alsthan parameter to take into account.
Studies involving environmental samples, which iargeneral not point sources and have
very low specific activities, short detector-sourdistances must be used [1,2]. The first
consequence of having an extended source instegmbiof sources is the effect of self
absorption mainly for low energy photons. Anothdfe@ to take into account is the
geometrical nature of the measurement because rifstalc detector dimensions become
comparable with the source dimensions [3]. Duéh&sé¢ facts an appropriated treatment for
the efficiency measurement must be done.

One simple method consists in using standard sswih the same dimension and matrix
composition of the environmental samples. Otherwfiggjuently, the standard sources must
be liquid, adding difficulties of handling or worsthe loss in the precision activity. In this



work we show an alternative method to perform thkbecation of a germanium detector
when large sources are used, based in the distnibaf standard point sources on a matrix
simulating an environmental source. Finally, Mo@&rlo calculations were done in order to
elucidate effects of absorption and backscattesfrghotons in the used matrix.

2. THE METHOD

In this method we suppose that the sample studasdahcylindrical shape where the most
important dimension is its radius. This cylindepasitioned with one of the faces looking the
frontal face of the germanium detector. See fidure

One way to take into account, in an efficiency nieasient, the spatial distribution of a large
source, specially its area and thickness, is thrilsineous measurement of the calibration
standard source together with the sample of inteFes this study two experimental setups
were considered, one in which the calibration seus@ositioned in the frontal surface of the
sample, and the second the calibration sourcesgi@aed in the rear surface of the sample.
Actually we have a distribution for the positiontbe calibration sources, which consists of
seventeen geometrical points. (See figure 2). @ilEgibution was used for determining the

efficiency on the detector for the two configuraso frontal and rear positions. Finally,

combining the measurements of both setups, a cadlEfiiciency is obtained.
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Figure 1. Experimental setup
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Figure 2. Source point distribution.
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2.1. Efficiency measurements

It was considered a sample of sand, inside of gepioylene holder of cylindrical shape of 47
mm in diameter and 0.6 mm of height. The holder fildesd of 16.7 g of sand previously
sieved. A calibration standard source®®Eu with an activity of 19.1 kBq was used, the
detector-source distance was 10 cm. Two experirheataps were considered, one to obtain
the frontal efficiency (source in front of the sde)pand the second one to measure the rear
efficiency (source in the back of the sample). Bigs. 1 and 2. The acquisition time was 10
min per source position, summing an overall tim&st10=170 min.

In order to validate our methodology, the efficignmurve obtained was compared with
another efficiency curve which comes from a measerd using a standard liquid source of
154, which has been referred as the standard eftigiesangaq This last measurement
considers a sample composed by the same sand pet duith *>*Eu liquid source. The
specific activity was 42.7 Bg.mJ resulting in 187 Bg. After the addition of thquid source

to the sand, it was submitted to a homogenizinggs® and heating in a stove (&) for
drying. Finally the sand was positioned in the sgokyethylene holder in order to perform
the measurements. Acquisition time was 60 minii#dl measurements were done using a Ge
detector of 40% efficiency associated with convamdi electronics.

2.2. Efficiency fitting

The two setups produce two efficiency curves whiam be fitted using the following
analytic functions

€ frontal (E) = Z A exp(_ai E) (l)

Erear (E) = (z B, exp(h E)j exp[-u(E) AX] 2)

The parametersy, B, a, b andAx must be fitted in the equations 1. The mass &g
coefficient ((E) and the effective thickness attenuatidr, appears in equation 2. The
thickness attenuatiafix was considered due to the effect of photon abswrjr the sample.
Fitting was done in the following way

a) fit &ontal(E) according to equation 1;

b) fit &ea(E) using theA; and theg values as initial values & andb;, respectively and

keep them invariant in order to fit only the vahfe/x;
c) finally fit all the parameterB; , b; and4x, simultaneously.

2.3. Combining the Efficiencies

Now, it is possible to create a combined efficieryyyesource Calculating the geometric
average of the two efficiencies:

gl argesource( E) = \/Efrontal (E) grear ( E) (3)

The geometric average is equivalent to the effmyefiom the half-thickness layer of the
sample, being an effective efficiency for the syste
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If the coefficients fitted were similar (taking eaccount their standard deviations)= B
anda = b, either one of the following expressions can baluse

EI argesource( E) = Efrontal (E)\/exp[_:u( E) AX] (4)
or

& argesource( E) = Erontal (E) exp[—,u( E)AX/Z] (5)

3. MONTE CARLO SIMULATIONS

In this work, the overall experiment was simulatsthg the MCNP code [4]. The germanium
detector geometry was modeled according to itsisp@ton sheet [5] and the geometry of
the sample follows the descriptions of the secBoihe source of photons was isotropic and
followed the position distribution of the figure B addition, for the source was used the
energy spectrum emission of 4Eu taking into account the photon probability erigissThe
number of histories for each setup (three for theukations) wasN=1x1@ lasting around
140 min computational time. The spectrum was geedrasing the MCNP score function
F8[4].

4. RESULTS AND DISCUSSION

4.1. Experimental

In the figure below we show th&gesourcetogether with thesiandara It is clear that the first
efficiency is systematically smaller than the setdrhe main discrepancy appears in the low
energy photon region where the effect of absorgganore important.
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Figure 3. Comparison between efficien®egargesource AN Etandard-
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4.2. Numerical simulation

Monte Carlo simulation, see figure 4, show&u spectra, collected in the detector for the
frontal and rear efficiencies and a setup in whidre is no sand matrix.
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Figure 4. Spectra of">*Eu using Monte Carlo simulation. The crosses and

the triangles are for the &ronta @and &ear ,respectively, and the circles are for
the setup without the sand matrix.

The effect of using a matrix for the total absayptphotopeak is not so relevant. On the other
hand if a low probability transition photon is otérest and has a photon emission energy in
the low energy range of the spectrum, its analydlisbe difficult because the backscattering
continuous shape will be more intense. In addititve, backscattering events for the three
setups are almost the same, considering their atdmtkviations (see detail of the figure 4).
The simulations show that the attenuation effe& @uthe matrix is not relevant, because of
the small thickness of the matrix (0.6 mm). Seark®.

This information gives us a way to plan the dimensiof the matrix sand to perform the

calibration detector measurements in order to dshineffects of backscattering and
absorption of photons.

5. CONCLUSIONS

Reliability tests of the method were successfullyfgrmed using thé>’Eu standard source.
A small difference was observed between the effiyeobtained by the methaghgesource
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and the efficiency using the doped samplg.dag. TWO factors can be the origin of this
difference:

a) We suspect that the efficiency obtained by riiethod is overestimated, because the
punctual standard source was not positioned inmbee extreme area (with radii ranging
from 2 cm up to 2.3 cm, see figure 2). Not only Mente Carlo simulations showed the
effects of backscattering and attenuation of ph®otolne to the matrix but in future
simulations the contributions of the different g of the matrix to the efficiency curve will
be studied.

b) The standard efficienC&angarg iS a little underestimated due to a probable édsactivity
during the doping process. In order to have moeeipion for the activity value a method
based in the mass variation will be used.
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