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A B S T R A C T

This paper describes the Monte Carlo simulation, using MCNP4C, of a portable instant non-scanning
tomography containing five radioactive sources with the same activities and seventy NaI(Tl) detectors
constituted of five sets of fourteen detectors, diametrically opposite to each radioactive source. The detector
was validated by comparison with the experimental measurements. The full width at half maximum (FWHM)
deviation between the experimental and the simulated spectra was 3.5%. A steel pipe of 17 cm×0.5 cm
(diameter×thickness) containing water and two dynamic bubbles of 2 cm and 4 cm diameter were simulated.
The SIRT algorithm was used to reconstruct the images. The simulated images are presented in frames. On the
first frame, no bubble is observed. On the subsequent frames, the growing of the bubbles is observed, reaching
the maximum diameter; after that, the bubble begins to decrease progressively, until its disappearance. The
measured bubble diameters generated by simulation were 43 ± 3 mm and 27 ± 2 mm for the bubbles of 40 mm
and 20 mm diameters, respectively. The spatial resolution of the proposed simulated tomography was estimated
by the Modulation Transfer Function (MTF), presenting a spatial resolution of 18.3 mm and 20.2 mm for
samplings at 137Cs photopeak and full window, respectively.

1. Introduction

The industrial distillation system involves fast dynamic processes
containing solid, liquid and gas mixtures. The distillation columns are,
usually, built with steel and have large diameters and thicknesses that
make their analysis unfeasible with conventional X-ray beams [1,2].
For this reason, gamma radioactive sources in the energy ranges of
317 keV (192Ir), 662 keV (137Cs) to ~1250 keV (60Co) are preferable,
instead of low X-ray energy sources [3]. While for medical tomography,
the patient goes to the computed tomography system (CT), for
industrial applications, the CT system should be transported up to
the object (pipe or column) and, mechanically, adapted to the object
setting. In addition, industrial tomography system should be adapted
for different sizes of objects that are usually located in a hostile
environment, containing flammable superheated materials, occasion-
ally subjected to high internal pressure and presenting many difficulties
for placing CT devices around these objects. Besides, the phenomena
related to multiphase processes are usually fast, requiring high time
resolution of the CT data acquisition [1,2,4]. In such case, ideally, the
tomography system should be fixed and it is not necessary to move its
sources and detectors around the object. Portable instant non-scanning
(fourth generation like) and fifth generation tomography systems [5,6]

meet these requirements. Additionally, the system should be light
enough to be portable and easily installed.

Nowadays, most tomography systems do not meet these require-
ments and are used in laboratory environment to study and to optimize
column designs and industrial processes; however, in practice, these
devices are not suitable to be used in industrial plants for real time
measurements.

At the University of Bergen, Norway, a high speed tomography
system was developed [5,7,8], fact that served as inspiration for the
portable instant non-scanning tomography designed and developed in
IPEN Laboratory. The Bergen tomography system uses semiconductor
detectors of CdZnTe (CZT) and five 241Am sources. The CZT detectors
are fixed on the printed circuit board and collimated on a complex
system what makes it difficult their use for larger objects. The system
was designed for a maximum pipe diameter of 80 mm [5,7,8]. Also, the
use of CZT semiconductor detectors of low thickness (~1 mm) and
radiation source of low energy, like the 60 keV 241Am radiation, makes
this tomography system not suitable to be used in the measurements of
high density objects [9]. In order to be applicable, practically, in
industrial plants, portable instant non-scanning tomography system,
inspired in the Bergen tomography system, is being developed.
However, in the industrial process plants, the analyzed objects have,
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typically, high density materials and large dimensions in their struc-
ture, such as the columns/pipes used in oil refineries, chemical, textile
and petrochemical areas. Consequently, a high energy radiation source
is required in order to cross the material, usually, 667 keV 137Cs and
~1252 keV 60Co. Therefore, dense detector material may be necessary
to absorb the photons from the source [3,4]. Scintillation detectors,
such as, NaI(Tl) (3.76 g/cm3) BGO (Bi4Ge3O12, 7.13 g/cm3), LYSO (Lu

0.6Y1.4SiO0.5:Ce, 5.37 g/cm3), LSO (7.35 g/cm3) and GSO (6.71 g/cm3)
are widely used in tomography applications [3,4,10]. In our laboratory,
a portable instant non-scanning tomography, that is, intrinsically, a
fourth generation like tomography is being developed, comprising
several sets of 2.5×5.0 cm (diameter and length) NaI(Tl) detectors
and five shielding cases for radioactive sources. Each shielding case is
placed diametrically opposite to a fan detector set, as showed in Fig. 1.
All scintillating detectors cited meet the requirements for this project.
The main criterion of choice of the NaI(Tl) was its relatively low cost
compared to the other detectors suitable for the proposed application.
Furthermore, it is capable to detect a large range of energies, i.e. from
60 keV 241Am to ~1252 keV 60Co and it has higher light output. The
choice of the source to be used depends on the material densities, wall
thickness and dimension of the object to be evaluated by tomography
measurements. Also, the proposed tomography systemmay be adjusted
to different dimensions of objects (columns or pipes) by changing the
number of detector sets and the distance among detector, sources and
object. Thus, the tomography system has the capacity of being adapted
and applied for objects of different shapes and dimensions, such as,
column or pipe sizes found, usually, in the industrial plants. The
tomography system may be mounted on a wooden platform, which is
lightweight to be replaced in future applications, according to the
challenges of new geometry, dimension of the objects and application
requirements..

2. Monte Carlo simulation

Monte Carlo method is a simulation tool widely used for radiation
transport. This calculation technique may be applied to a wide variety
of applications in the radiation field, such as radiological protection,
nuclear installations, shielding and detectors modeling among several
other purposes [11,12]. Its use is recommended in the first stage of the
project development, in order to know its feasibility and to guide the
selection of the best methodology available. Monte Carlo method is
applied in this study to estimate the expected results of a portable

industrial tomography, under development in our laboratory, which
contains 70 NaI(Tl) detectors that surround the object in fan-beam
type configuration and five source-cases that are distributed, diame-
trically, in front of each set of 14 detectors, as showed in Fig. 1.

The MCNP4C (Monte Carlo N-Particle) version 4C code [13] is a
general purpose Monte Carlo radiation transport designed to track
different types of particles (neutrons, electrons, gamma rays), over a
broad range of energies. The code obtains the solution of the problem
by simulating individual particle trajectories and recording some
aspects of their average behavior [14]. The process consists of following
each of the many particles since their emission from a source up to
reaching the energy threshold. The radiation energy is transferred to
the matter by absorption, escape, physical cut-off and other processes.
Probability of distributions is randomly sampled using transport data
to determine the outcome, at each step of the trajectory. The quantities
of interest are tallied along with estimates of the statistical precision of
the results. The MCNP4C code may be used to simulate gamma-rays
interactions, which comprise: (i) incoherent and coherent scattering;
(ii) the possibility of fluorescent emission after photoelectric absorp-
tion; (iii) pair production with local emission of annihilation radiation
and Bremsstrahlung effect [15].

When performing the mathematical simulation of NaI(Tl) detec-
tors, in order to obtain their response curves, some corrections should
be made to improve the simulation and approach the real case. Two of
the main corrections are essential: the determination of the photon
detection efficiency and the energy resolution, which is related to
distinguish different peaks very close to each other, in the energy
spectrum. Their determination has great importance when performing
the identification of radionuclides or when simulating detectors that
approximate the real case [14,16].

In practice, the energy resolution (RE), as shown in Eq. (1) of the
detector, is given by the full width at half maximum (FWHM) of the
Gaussian peak (pulses per channel) for a given energy (E0).

R FWHM
E

=E
0 (1)

where, RE is the energy resolution, FWHM is the full width at half
maximum of the photopeak, E0 is the central energy of the photopeak
[14,17].

Some of the effects related to the photopeak are inherent to the
electronic circuit of the spectrometric system, which is not simulated by
the MCNP4C. Thus, to obtain a more realistic detector response and to
consider this effect in the simulation, it is necessary to achieve,
experimentally, adjustment parameters of the detector energy resolu-
tion and apply a MCNP4C code function to fit Gaussian to the spectrum
obtaining the suitable corrections [14].

The MCNP4C fitting technique to consider the resolution of the real
detector, measured experimentally, consists of using a “ft8 geb” card
into the input file of the code. The tallied energy is broadened by
sampling from Gaussian, what is done by the Eq. (2).

⎛
⎝⎜

⎞
⎠⎟f E Ce( )=

E E
FWHM− 2 ln 2 ( − )0

(2)

where, E is the photopeak energy, E0 the energy of the tally, not
broadened, and C is the normalization constant.

The energy resolution of the simulated detector may be evaluated
by the Gaussian Energy Broadening (GEB) command, which is used as
input to the MCNP4C code function [15]. This command is a special
treatment for tallies to better simulate a physical radiation detector.
For this purpose, an adjustment by non-linear least-squares procedure
is applied to calculate the values of “a”, “b” and “c” coefficients from
Eq. (3) [14]. These parameters are used with GEB command.

FWHM a b E cE= + + 2 (3)

where, E is the energy of the incident gamma ray energy (MeV). This
Eq. (3) may be simplified on Eq. (4).

Fig. 1. Portable instant non-scanning tomography design for multiphase analysis.
NaI(Tl) detectors (A), radioactive shielding case (B), wooden platform (C), the multi-
phase object to be analyzed (D) and detector collimator (E).
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FWHM a b E= + (4)

Variations of crystal and dimensions of surrounding materials in
the detectors influence the photon detection, although the simulation
should be modeled with as huge accuracy as possible [18-20].

3. Experimental method

For obtaining experimentally adjustment parameters of the detec-
tor energy resolution, the experimental FWHM curve, as a function of
energy, was determined by measuring two radioactive standard sources
of 662 keV 137Cs and 364 keV 131I. The measurement was performed
positioning the source under a well-defined source-detector, at a
longitudinal distance of 100 mm.

The experimental efficiency measurements for the 137Cs standard
source were compared with simulated results under the same condi-
tions of the experimental setup, to validate the NaI(Tl) detector
simulation.

The detector simulation was based on the dimensions of the real
NaI(Tl) detector used in the instant non-scanning tomography. The
materials, densities and dimensions used to perform the simulation are
presented in Table 1 and Fig. 2.

For the estimation of the pulse height, an F8 tally is applied to
MCNP4C code [16] to obtain the deposited energy distribution per
incident photon on the NaI(Tl) detector, where, for each individual
history, the tally accumulates the deposited energy. In order to obtain
good statistic counts, the number of histories used was 1.5×109.

After validating the NaI(Tl) detector, the portable instant non-
scanning tomography simulation was carried out to evaluate the whole
system performance. For this purpose, two situations were simulated.
It was assumed a 160 mm internal diameter steel column containing:
(i) a ∅=40 mm spherical air bubble rising through the column filled
with water (Fig. 3a), and (ii) a ∅=20 mm spherical air bubble rising
through the column filled with water (Fig. 3b)..

To evaluate the portable instant non-scanning generation perfor-
mance, the dimensions, detectors and the geometry were simulated as
if they had been developed in order to evaluate the feasibility of the
instant non-scanning tomography designed in our laboratory. The
specification of the tomography simulation is presented in Table 2.

The Monte Carlo N-Particle version 4C (MCNP4C) developed by Los
Alamos National Laboratory [13] was used in this work to simulate the
portable instant non-scanning tomography, confirming and validating
parameters, such as materials, geometry, performance and the NaI(Tl)
detector to be used in the system. The expected accumulation time for
each frame acquisition of the electronic that is being developed was
assumed as 6.5 ms/frame. For this study, the simulation was carried out
based on the tomography constituted of five sets of 14 NaI(Tl) detectors
(2.5×5 cm), totalizing 70 detectors and five 662 keV 137Cs sources,
enclosed in tungsten shielding cases. The distance between the face of
the detectors and the center of the radioactive source inside the source
shielding-case was equal to 797.6 mm. For this first purpose, each
detector set is constituted of fourteen NaI(Tl) detectors, positioned
diametrically in the opposite side to a source shielding case (Fig. 1). All
five detector sets and the five radioactive source shielding cases are
mounted on a wooden platform, as shown in Fig. 1.

Table 1
Materials, densities and dimensions used on the simulated NaI(Tl) detector.

Material Density(g/cm3) Dimension(mm)

NaI(Tl) 3.667 Ø25.4×50.8
MgO 3.58 0.1 mm
Al 2.6989 0.5 mm
Quartz window 2.2 2 mm
Inox 7.874 1 mm

Fig. 2. Geometrical details of the NaI(Tl) detector used in simulations.

Fig. 3. The bubble models used for simulation were assumed to be spherical. The bubble on the left side has a diameter of 40 mm and the right bubble has 20 mm in diameter.

Table 2
Specifications of the instant non-scanning tomography.

Specifications

Number of detectors 70
Crystal detector NaI(Tl)
Tomography geometry Fan-Beam
Source Cs137

Energy source ≈662 keV
Source activity 3.7×1010 Bq (1Ci)
History number 15 x 108

Source detector distance 797.6 mm
Source object distance 398.8 mm
Number of sources 5
Detector collimator thickness 50 mm
Detector collimator septum 23×5 mm2

Source collimator septum 30×25 mm2

Source collimator aperture angle 360
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4. Image reconstruction analysis

The images reconstruction of the simulation was performed by the
Simultaneous Iterative Reconstruction Technique (SIRT) [5,8]. In this
work, two types of image reconstructions were carried out: (1st) open
window spectrum (10–800 keV) and (2nd) at 10% photopeak window
(596–728 keV), as shown on Fig. 4. The quality analysis of images
obtained with open windows and images generated at the photopeak
window were carried out with MTF and Root Mean Squared Error
(RMSE) algorithms..

For evaluating the image reconstruction quality, it is, commonly,
used the parameter called Root Mean Square Error, which is calculated
by the Eq. (5) [5].

RMSE =
∑ (μ − μ̂ )

N
i=1
N

i i
2

(5)

where: μi is the observed linear attenuation coefficient value for the ith

pixel, μ̂i is the respective true value and N is the number of pixels.
One of the most comprehensive metric system used to measure and

report spatial resolution of imaging systems is the modulation transfer
function (MTF) [21,22]. The MTF provides a measure of how well the
system transfers contrast across spatial frequencies [21,22].

Fourier based metrology is a prevalent approach to characterize
imaging performance. This includes the MTF, which characterizes the
resolution of the imaging system [21,22]. In the present work, MTF
was calculated using the Edge Spread Function, commonly known as
ESF parameter [21].

5. Results and discussion

The principles used in the Monte Carlo simulation and the number
of histories applied showed to be very consistent, since the relative
error squared (R2) of the simulation was 0.0020 (0.2%). Errors below
0.05 are, generally, reliable for point detector [13]. The figure of merit
(FOM) was 4.47×104, which varies according to the inverse of the
square error (FOM=1/R2T) [13], meaning that the bigger is the FOM,
the better is the simulation.

From the experimental results using 131I and 137Cs, it was possible
to determine the adjustment coefficients (a and b) from Eq. (4). These
coefficients were: a=0.01363 and b=0.120. Fig. 5 presents the com-
parison of the NaI(Tl) experimental detector with the NaI(Tl) simu-
lated detector for a 662 keV 137Cs source. The comparison spectrum
showed a good match between the photopeak regions. The discrepancy
observed in Compton region may be due to surrounding material
effect..

The FWHM for the experimental measurement was 12.6%, close to
the simulated one that was 13.05%, what means a difference of about

3.5%. Due to these results, it was possible to validate the simulated
NaI(Tl) detector and the MCNP4C code to perform the portable instant
non-scanning tomography simulation.

MTF and the RMSE parameters are presented in Fig. 6 and Fig. 7,
respectively. According to these figures, the best results were found for
tomography images performed with data at the photopeak window.

The option of photopeak window compared to open window
measurements has the advantage of disregarding spurious electronic

Fig. 4. 137Cs spectrum with a 10% window opening at the photopeak.

Fig. 5. Comparison between 137Cs source experimental and simulated spectra.

Fig. 6. Modulation transfer function analysis for the image reconstructed using the 137Cs
photopeak (10%) and full spectrum window.

Fig. 7. Root mean square error analysis for the image reconstructed using the 137Cs
photopeak (10%) and full spectrum window.
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signals that are not generated by the radiation source. Besides, the
scattering of Compton radiation generated in one detector can reach
adjacent detectors, as shown in the Fig. 8. The radiations of Compton
scattering are capable of creating artifacts in the image or reducing the
image resolution, as demonstrated in the Figs. 6 and 7. Practically all
emission tomography systems used in nuclear medicine, such as PET,
SPECT and Gamma Camera employ the measurement system centered
on photopeak window.

MTF analysis was carried out in order to obtain the spatial
resolution of the portable instant non-scanning tomography. Fig. 6
presents the MTF along the frequencies. Conventionally, the spatial
resolution is estimated as the inverse of the value at 10% of MTF curve
[23]. From Fig. 6, the frequency for an MTF equal to 0.1 is 0.0545 line
pairs per mm, for sampling at photopeak region and 0.0495 line pairs
per mm, for full window sampling; thus, the tomography system has a
spatial resolution of 18.3 mm and 20.2 mm for photopeak and full
window samplings, respectively.

The estimated RMSE value was 0.148 for the 40 mm bubble
tomogram, calculated by Eq. (5). Better image reconstructions are
obtained when RMSE value is low. The RMSE algorithm compares the
experimental linear attenuation coefficients with the respective theore-
tical values. The obtained RMSE value of 0.148 endorses the metho-
dology applied, namely, SIRT algorithm and Monte Carlo simulation.

All projections obtained by Monte Carlo simulation were recon-
structed in 32×32 pixels matrix using the SIRT algorithm, assuming
the relaxation parameter equal.to 0.19 and iteration number as being
100. As non-scanner tomography requires fast image reconstruction,

the relaxation parameter of 0.19 was chosen since, for this proposal, it
was the value that converged faster to the linear attenuation coefficient.
The number iteration greater than 100 did not present significant
improvement, as shown in Fig. 7.

The two different bubbles, in a steel pipe filled with water, were
generated and evaluated using two dynamic air bubbles of 40 mm and
20 mm diameters. Fig. 9 presents the evolution of the 40 mm and
20 mm diameter bubbles flow, rising through the steel pipe (Figs. 3a
and b). The images of 40 mm diameter bubble were best defined, while
for 20 mm diameter bubble, the images were not so distinguished,
suggesting that the bubble of 20 mm was close to the limit of the spatial
resolution, as it may be inferred from Fig. 6. It should be emphasized
that the studies were carried out at the photopeak window due to better
reconstruction images obtained, compared to full spectrum.

As shown in Fig. 9, it is possible to observe the passage of the
bubbles in the tomographic sampling plan. All nine images (frames)
were totally sampled in 56.5 ms or 6.2 ms/frame, which was enough
time to observe the passage of the bubbles along the pipe. The bubbles
reach their major size at frame #5 (Fig. 9). After that, the images
decreased up to their disappearance.

The diameter of the bubbles was calculated by MatLab® r2013b,
obtaining dimensions of ∅ 43± 3 mm and ∅ 27± 2 mm that are close to
the theoretical bubble sizes of ∅=40 mm and ∅=20 mm, respectively.

Fig. 8. Demonstration of the advantage to use the photopeak window measurement.
Some photons from the radiation source can interact by Compton scattering process and
the scattered photon can reach other detectors generating signals in the adjacent
detectors, causing undesirable artifacts in the reconstructed image and also decreasing
the spatial resolution.
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Fig. 9. Simulated bubble reconstructed image rising along the steel column of 40 mm
diameter bubble (a) and 20 mm diameter bubble (b).
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Fig. 10 presents the 3D reconstruction of the proposed simulated
examples, where it can be observed the 40 and 20 mm diameter air
bubble rising in an aqueous multiphase system.

For this studied tomography system configuration, using five sets of
fourteen NaI(Tl) detectors (2.54 cm diameter × 5.0 cm length detec-
tors) and five radioactive shielding cases, the maximum object dia-
meter to be evaluated is limited to 20 mm. However, the proposed
tomography configuration has the advantage of easily re-arrange and
adapt to a larger object size, by increasing the number of detector sets.
Also, the shielding cases are projected for shielding a large energy
range of radioactive sources, from 60 keV 241Am to ~1250 keV 60Co,
and the sources may be easily changed. For objects with larger wall
thickness, higher energy source is required.

Concerning the resolution parameter, practically, there is no
difference between the two ways of sampling. The low spatial resolution
found was due to low number of sampling projections: only five and
few detectors used per projection, i.e. fourteen detectors. Despite the
low resolution compared to other tomography devices, the major
objective of this proposed portable instant non-scanning system is
the temporal resolution, with acquisition electronic spending only
6.5 ms per sampling.

6. Conclusions

The simulation of the proposed tomography showed that the system
has suitable capacity to distinguish several structures in the multiphase
systems, differentiated in approximated 6.5 ms per data acquisition.
Simulated results demonstrated the feasibility of the development of
the instantaneous scanning tomography containing seventy NaI(Tl)
detectors and boards of multichannel acquisition system. RMSE value
of 0.148 demonstrated that the reconstruction image is representative

of the true image, presenting suitable accuracy. According to RMSE
analysis, SIRT algorithm reconstruction was suitable for tomography
image reconstruction of the dynamic bubbles. The spatial resolution
estimated by the MTF method was of 18.3 mm and 20.2 mm for
photopeak and open window samplings and temporal resolution
estimated as being 6.5 ms per sampling.
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Fig. 10. 3D image reconstruction of the simulated bubbles (40 and 20 mm diameter).
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