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H I G H L I G H T S

• Code SUMCOR developed for cascade summing correction is described.

• MCNP6 is used to track individual points inside the volumetric source.

• Cascade summing correction is based on the matrix formalism.

• Results are compared with two intercomparisons organized by the ICRM-GSWG.
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A B S T R A C T

The main features of code SUMCOR developed for cascade summing correction for volumetric sources are de-
scribed. MCNP6 is used to track histories starting from individual points inside the volumetric source, for each
set of cascade transitions from the radionuclide. Total and FEP efficiencies are calculated for all gamma-rays and
X-rays involved in the cascade. Cascade summing correction is based on the matrix formalism developed by
Semkow et al. (1990). Results are presented applying the experimental data sent to the participants of two
intercomparisons organized by the ICRM-GSWG and coordinated by Dr. Marie-Cristine Lépy from the
Laboratoire National Henri Becquerel (LNE-LNHB), CEA, in 2008 and 2010, respectively and compared to the
other participants in the intercomparisons.

1. Introduction

There is a continuing effort inside the ICRM (International
Committee for Radionuclide Metrology) community to improve the
codes for calculating cascade summing corrections, for samples of dif-
ferent geometries and decay scheme characteristics. Reports on com-
parisons were presented at the 2009, 2011, 2013 and 2015 ICRM
meetings, showing the evolution of the codes.

Following this effort, the Nuclear Metrology Laboratory (LMN -
Laboratório de Metrologia Nuclear), in São Paulo, developed a code for
cascade summing correction for volumetric sources called SUMCOR.
The present paper describes the main features of this code and the re-
sults obtained with data supplied by Dr. Marie-Cristine Lépy from the
Laboratoire National Henri Becquerel (LNE-LNHB), CEA. These data
were sent to the participants of two intercomparisons, which are de-
scribed in Lépy et al. (2010, 2012).

2. Methodology

2.1. Monte Carlo simulation

Code MCNP6 (Goorley et al., 2013) was used for all simulations.
Fig. 1 shows the model used for simulation of point sources at different
distances from the detector window, as depicted by code VISED (Carter
and Schwarz, 2005). In this picture the source was located at 2 cm. All
detailed geometric aspects and materials described in reference Lépy
et al. (2010), including the radiographs, were considered.

It was noticed that the presence of the PPMA (poly(methyl metha-
crylate)) holder around the source gives rise to a pronounced scattering
in the calculated spectrum, mainly at intermediate gamma-ray energies
(around 400–700 keV) where the Compton Effect is dominant. As a
consequence, the total detection efficiency is larger when compared to
the value calculated without the PPMA holder.

For volume sources, two source-detector models were created: the
first (called Model 1) describes all aspects of the source and detector
systems, and the source location is defined at a random point sampled
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inside the source volume; the second (called Model 2) is identical to
Model 1 except the source location which is defined to cover all the
source volume. In both models, the PPMA holder used for point sources
has been replaced by the containers and contact materials (Mylar,
PPMA and copper) used in the intercomparison for volume sources, as
described in reference Lépy et al. (2012).

Using Model 1, for each point location, 105 histories were followed
for each gamma-ray or X-ray present in the cascades and a total of 50
points were sampled from a uniform distribution inside the source vo-
lume. For the volumetric source, applying Model 2, 106 histories were
followed for each gamma-ray or X-ray present in the cascades. More
histories were followed for Model 2 because the calculation was per-
formed only once, whereas for Model 1 it was performed fifty times for
different points inside the source volume.

2.2. Cascade summing correction

This correction was calculated applying the matrix formalism de-
scribed by Semkow et al. (1990) which are the results shown in the
tables. Additional calculations were performed using Menno Blaauw's
equations (Blaauw and Gelsema, 2003) but the running time using
turned out to be much longer, when compared to the matrix formalism.
The summing correction factors calculated by these two formalisms
were in good agreement with each other. For the LS-Ratio calculations,
the matrix formalism was modified in order to follow the prescription
given by Blaauw and Gelsema (2003).

The summing correction factor was calculated as the weighted
average value from all individual points inside the source volume. The
weighting factor was the corresponding FEP (full energy absorption
peak efficiency - εp) of the corresponding transition in the cascade, as
follows:
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Where:

NP is the total number of random points inside the source volume;
εpi is the full energy absorption peak (FEP) efficiency for each

random point, for the corresponding transition in the cascade;
FSi is the summing correction factor for each random point, for the

corresponding transition in the cascade;

Points closer to the detector have higher peak efficiencies; therefore
the weighted mean obtained by Eq. (1) corresponds to a larger

correction when compared to the simple mean. This can be considered
the best estimate to the summing correction factor included in the ta-
bles.

All relevant decay data for the radionuclides involved were taken
from NUCLEIDE (Vanin et al., 2004; Bé et al., 2013). They are: energy
levels; transition probabilities; total and K shell conversion coefficients;
X-ray fluorescence yields and metastable half-lives. These data were
input and stored in the code corresponding arrays.

For the case of electron capture decay nuclides, the K X-rays were
included but the contribution from other shells was not considered. For
beta minus decay the contribution from electrons were not considered
as well. A future improvement to SUMCOR is planned to include L X-
rays and beta ray contributions. For beta plus decay and volume
sources, the present version of SUMCOR may be used by adding the
corresponding annihilation quanta to the corresponding positron decay
levels in the decay scheme. This is possible because the annihilation
process occurs near the positron decay location. For point sources, the
present version of SUMCOR code is not suitable because the annihila-
tion process may occur outside the source location, changing the
511 keV annihilation photon detection efficiency.

2.3. SUMCOR calculation procedure

Fig. 2 is a block diagram showing the main features of code
SUMCOR. In this figure, the following parameters are defined:

NP is the number of random points inside the source volume;
NT is the number of transitions in the cascade;
FEPP is the full energy absorption peak (FEP) efficiency for

each random point, for each energy in the cascade;
TEFP is the total efficiency for each random point, for each

energy in the cascade;
FSUMP is the cascade summing correction factor for each random

point, for each energy in the cascade;
LSRATIO is the Linear to Square Ratio for each random point, for

each energy in the cascade;
FEPV is the full energy absorption peak efficiency for the

volume source (Model 2);
TEFV is the total efficiency for the volume source (Model 2);
FSUMV is the cascade summing correction factor for the volume

source (Model 2).

The running process follows several steps. Initially, the source-de-
tector system Model 1 is selected in MCNP6 and a random point is
sampled inside the volumetric source. For each X-ray or gamma-ray
energy present in the input data, the total and FEP efficiencies are
calculated for that point by MCNP6 and the results for all transitions are
stored. Then the cascade summing correction factor is calculated for
that point, considering all cascades.

Subsequently, a new random point is sampled and this process is
repeated until the last point is sampled (i = NP). The weighted average
summing correction factors and their standard deviations are calcu-
lated, considering all sampled points inside the source and all gamma-
transitions in the cascades. These are the results shown in all the tables
of the present work, applying Eq. (1). At this stage, the average total
and FEP efficiencies are calculated, as well as the LS-Ratio described
by Blaauw and Gelsema (2003), considering all sampled points.

Next, the source-detector system Model 2 is selected for the MCNP6
code and the total and FEP efficiencies are calculated for the volumetric
source, for all transitions. Then the cascade summing correction factor
is calculated for all cascades, following the same formalism applied
previously, but only once considering the volumetric source effi-
ciencies. The cascade summing correction is calculated using the total
and FEP efficiencies for Model 2 taken from the output of MCNP6 for all
transitions. This procedure is biased because it considers simple average

Fig. 1. Partial view of the source-Detector Model 1 for MCNP6 as drawn by code VISED
(Carter and Schwarz, 2005). For volume sources, the PPMA holder has been replaced by
the radioactive solution container.

M.S. Dias et al. Applied Radiation and Isotopes xxx (xxxx) xxx–xxx

2



of cascade summing correction for all sampled points. This result is also
included in the tables for volumetric sources.

Finally, the cascade summing correction was calculated by applying
the LS-Ratio to the average efficiencies obtained with the volumetric
source (Model 2). These results are presented in the tables for com-
parison. The metastable cases may be considered by applying the
equations described in the literature (Sima and Arnold, 2008). This
latter feature was not included in the results for the present work but is
planned for a future publication. The present paper is focused on the
data supplied to participants in two previous intercomparisons de-
scribed in Lépy et al. (2010, 2012). They were analyzed by code
SUMCOR and the results compared to the average values from the other
participants for the case of point sources, and to the experimental re-
sults for the case of volumetric sources.

MCNP6 was processed with multi-core in mode p using the default
parameters and libraries; mode p e was tried but it resulted in a too long
processing time and was disregarded for SUMCOR processing. The total
and peak efficiencies were calculated at 121, 867 and 1408 keV for a
point source located 10 cm away from the crystal, in both modes: p and
p e, running 3 × 108 histories. The percent differences between the two
modes at these three energies were respectively: 0.01%, −1.9% and
−2.3%, for peak efficiencies, and 0.01%, + 1.1% and + 2.2%, for total
efficiencies. Therefore it only partially explains the observed difference
between the MCNP and the experimental results, indicating that other
objects not included in the model may explain the differences.

Although the full energy peak efficiency may be biased if electron
transport in the detector is neglected, the average agreement around
4.0% with experimental values was considered satisfactory.
Inaccuracies in the calculated total efficiency were corrected on basis of
experimental values as described in the following section. The CPU was
an i5 4570 with 3.2 GHz. The processing time depended heavily on the
radionuclide due to the number of transitions in the decay scheme. The
longest time was observed for the 152Eu capture branch which lasted
16,000 s. This value corresponds to 90 transitions (including electron

capture branches), 50 points inside the source volume and 105 histories
per point for each transition.

2.4. Estimation of uncertainty

For the radionuclides presented here: 152Eu and 134Cs, the un-
certainties in the cascade summing correction associated with the decay
scheme parameters, taken from NUCLEIDE (Vanin et al., 2004; Bé et al.,
2013), were estimated and are presented in Table 5. The uncertainty
propagation recommended by the GUM (JCGM, 2008) is difficult to
implement; for this reason the propagation of distributions was applied
and incorporated into code SUMCOR. The procedure described in the
reference Sima and Lépy (2016) has been adopted and applied to
Semkow matrix formalism. The decay scheme parameters were sampled
from a normal distribution with best estimates and standard un-
certainties given by the tabulated values from NUCLEIDE (Vanin et al.,
2004; Bé et al., 2013). The parameters considered were: gamma-ray
emission probabilities, total and K conversion coefficients. From the
first two of these parameters the gamma-ray transition probabilities
were calculated. Next, all branching ratios were calculated with ap-
propriate balancing from the highest level. Finally, the PK and ⍵K

parameters were sampled. Therefore, all the steps described in section 5
of reference Sima and Lépy (2016) were followed. For each sampling a
new decay scheme is computed, taking into account all appropriate
correlations. As a result, the uncertainty due to all decay parameters is
calculated. The uncertainty due to the efficiencies was calculated se-
parately, as described in the following sections.

The main source of uncertainty comes from the values of total and
FEP efficiencies calculated by MCNP6. This uncertainty was estimated
by comparing the calculated efficiency with the fittings to experimental
data sent to the participants of the first intercomparison (Lépy et al.,
2010), which were obtained with point sources located 10 cm away
from the detector window. From this comparison it was observed a
difference around 4.0% in the calculated FEP efficiency and an

Fig. 2. Block diagram showing the main features of
code SUMCOR. The parameters are described in the
text.
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underestimation of the total efficiency by the simulation in the range
1–15% below 1000 keV and an overestimation in the range 1–10%
above 1000 keV. These differences between experiment and simulation
may be attributable to imperfections in modelling or improper account
for surrounding scattering.

In order to keep the simulation results free from any correction
factor taken from the experiment, these differences may be treated as
uncertainties in the summing correction factor. However, the summing
correction results will be systematically biased because the calculated
total efficiency is different from the experiment. A second alternative is
to apply a correction factor to the calculated total efficiency in order to
approximate it to the experimental value. In the present work, this
procedure was performed by comparing the MCNP6 results to the fit-
tings applied to experimental data described in reference Lépy et al.
(2010) and obtained with point sources positioned 10 cm away from
the detector window. The percent differences between the calculated
and experimental values are shown in Fig. 3. The minimum around
500 keV may be due to extra scattering in neighbor objects around the
HPGe detector not included in the modelling; the increase at high en-
ergies may be due to improper modelling of the internal crystal hole. A
polynomial fitting was applied to these points and this function was
incorporated into SUMCOR, in order to correct the calculated total ef-
ficiency.

It was observed that the ratio between the calculated and experi-
mental total efficiencies remains approximately constant as the distance
from source to detector window moves from 2 cm to 10 cm. Therefore,
it was possible to apply the same correction factor for different dis-
tances. An uncertainty of± 10% was attributed to the corrected total
efficiency, which was the value estimated for the original experimental
fitting (Lépy et al., 2010).

The correction factor indicated by Fig. 3 and applied to point
sources was also applied to volumetric sources, and proved suitable for
correcting extra scattering not predicted by MCNP6 modelling by
comparing SUMCOR results with experiment. However, a better esti-
mate would be to compare the calculated volumetric total efficiencies
with experimental ones obtained with monoenergetic radionuclides,
which is planned for future work.

The procedure for uncertainty propagation applied to the decay
scheme parameters was also applied to obtain the uncertainty due to
the total and peak efficiencies. The values were sampled from a normal
distribution with best estimates given by the MCNP6 calculation and
with standard uncertainties of 4% for peak efficiencies and 10% for
total efficiencies, respectively. For the case of total efficiency, the best
estimate included the polynomial correction factor.

Whenever one of the parameters: decay scheme or efficiencies was
sampled, the other remained fixed to the best estimate value, in order to
obtain the two individual uncertainty components shown in Table 5. In
order to avoid efficiency variation from point to point inside the

volume, the source position was kept at the center of the source volume
during the parameter sampling. The estimated uncertainty was properly
normalized to account for the difference between the summing cor-
rection factor for the point source and for the volumetric source.

In the case of volume sources, an additional spreading in the sum-
ming correction factor appears caused by the variation in the effi-
ciencies, due to changes in solid angle and attenuation between the
sampled point inside the source volume and the HPGe detector. Code
SUMCOR is able to calculate both the variance in the efficiencies and in
the summing correction factor. This is possible because these para-
meters are calculated individually for each sampled point. As a result,
the uncertainty due to this effect can be calculated with accuracy. The
uncertainty in the average summing correction factor is reduced as the
number of sampled points inside the source volume is increased. For the
case of n sampled points, the reduction is by a factor of n . Therefore,
the uncertainty included in the total value was due to the finite number
of sampled points. If this number goes to infinity this uncertainty goes
to zero, but in order to keep a reasonable processing time, the number
of sampled points was restricted to 50 per source. This uncertainty
corresponds to the one obtained by repeating the run several times with
the same number of points per group and considering the standard
deviation of the distribution.

The total error presented in Table 5 corresponds to the sum in
quadrature, considering these three uncertainty components as in-
dependent: finite number of points inside the source volume, decay
scheme parameters and detector efficiency. For point sources, the first
component is zero.

A measure of agreement between SUMCOR and the Intercomparison
results was introduced in the tables: the Z score, which is defined as:

=
−

+
Z F F

σ σ
S I

s I
2 2 (2)

Where:

FS is the summing correction calculated by code SUMCOR (Model
1), using Eq. (1);

FI is the summing correction simple mean value from other codes,
or the experimental result presented in the Intercomparison;

σS is the standard deviation in the summing correction calculated
by code SUMCOR;

σI is the standard deviation in the simple mean value from other
codes, or in the experimental result presented in the
Intercomparison.

Acceptable values should be within −2 ≤ Z ≤ 2 for 95% con-
fidence interval.

3. Results and discussion

Initially, the summing correction results from code SUMCOR were
compared to the group of participants of the intercomparison with
point sources described in reference Lépy et al. (2010). The summing
correction results obtained at the energies of 152Eu, calculated at 2, 5
and 10 cm away from the HPGe window, are presented in Table 1. A
good agreement with the simple mean values of the intercomparison
(ICRM_GSWG, 2009) can be observed in all cases, within the estimated
uncertainties and the Z score values showed a small positive bias, but
resulted well within the acceptable limits.

Table 1 includes the strongly discrepant points in the inter-
comparison. The values reported later (Lépy et al., 2010) at the energy
122 keV from 152Eu, in which the strongly discrepant points were ex-
cluded, resulted at 2, 5 and 10 cm respectively: 1.173(28), 1.057(9) and
1.020(2), in even better agreement with SUMCOR code results, which
were: 1.194(19), 1.061(3) and 1.021(2).

The summing correction factor for the EC transitions are heavily

Fig. 3. Correction factor applied to the total efficiency calculated by MCNP6 (in percent).
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dependent on the summing-out with K X-rays coming from the capture
process. For instance, comparing SUMCOR results at 122 keV, with and
without capture X-rays contribution, it was estimated that 57% of the
correction comes from capture X-rays. Therefore, the accurate estimate
of this contribution is very important.

The summing correction results for point sources obtained at the
energies of 134Cs are presented in Table 2. This radionuclide is a beta-
gamma emitter; therefore there is no contribution from capture X-rays
to the cascade summing correction. A good agreement can be observed
in all cases, within the estimated uncertainties and the Z score values
resulted small and well within the acceptable limits.

The summing correction results for volumetric sources correspond
to Volume 2 described in reference Lépy et al. (2012) and are presented
in Tables 3 and 4. Several codes which took part in that comparison
may have their performance improved since that time; therefore the
results shown in the cited reference may not correspond to the present
status of the codes. This is more critical for volumetric sources because
the summing correction factor changes from point to point inside the
source and a proper account of this effect must be considered. For this
reason it was decided to compare the SUMCOR results directly to the
reported experimental values, except for the case of 134Cs with Mylar as
contact, for which experimental results were not reported in the cited
reference Lépy et al. (2012). In this case the SUMCOR results were
compared to the mean of the results from other participants (CMV
Comparison Mean Value).

The SUMCOR results at the energies of 152Eu are presented in
Table 3, for the chosen contact materials. The first column corresponds

to the weighted average given by Eq. (1). In principle, this may be
considered the best estimate of the correction calculated by the code. A
good agreement with experimental results can be observed in most
cases, within the estimated uncertainties and the Z score values resulted
within acceptable limits and with no appreciable bias. This may in-
dicate that the correction applied to the total efficiency was satisfac-
tory. The contribution from K X-rays is expected to be smaller when
compared to point sources due to the long path to cross the radioactive
solution and the container wall.

The second column corresponds to the LS-Ratio estimate, using
Model 2 for calculation of efficiencies. The results are in close agree-
ment with those obtained by Eq. (1) for most cases, indicating the
convenience of this approximation. The third column corresponds to
the cascade summing correction calculated by using Model 2. In gen-
eral, it can be observed a negative bias showing lower corrections than
expected.

The summing correction results for volume sources obtained at the
energies of 134Cs are presented in Table 4. Eq. (1), LS-Ratio and Model 2
are shown in a similar way as in Table 3. For Eq. (1), a good agreement
with experimental results can be observed in most cases, within the
estimated uncertainties and the Z score values resulted within the ac-
ceptable limits. The LS-Ratio results are in good agreement with Eq. (1).
As expected, Model 2 shows a negative bias when compared to Eq. (1).

The main components of the cascade summing uncertainty are
shown in Table 5. The first column (s1) corresponds to the statistical
fluctuation due to finite number of sampled points; the second column
(s2) to the uncertainty in the decay scheme parameters and (s3)

Table 1
Summing correction results for point sources obtained at the energies of 152Eu at different distances from the HPGe detector window. The numbers between parentheses correspond to the
standard deviation in the last digits. The intercomparison Mean Value was taken from the literature (ICRM_GSWG, 2009).

Distance 2 cm 5 cm 10 cm

Energy (keV) SUMCOR Comparison Mean Value Z SUMCOR Comparison Mean Value Z SUMCOR Comparison Mean Value Z

121.8 1.194(19) 1.157(49) 0.70 1.061(3) 1.051(15) 0.66 1.021(2) 1.021(14) 0.01
244.7 1.307(33) 1.245(71) 0.79 1.092(10) 1.074(19) 0.82 1.030(3) 1.030(17) 0.00
344.3 1.060(7) 1.061(11) −0.09 1.021(2) 1.021(3) 0.12 1.008(1) 1.008(2) 0.18
411.1 1.166(20) 1.164(31) 0.06 1.055(8) 1.054(9) 0.12 1.020(2) 1.021(5) −0.14
444.0 1.259(26) 1.227(84) 0.36 1.078(9) 1.071(22) 0.30 1.025(3) 1.028(16) −0.19
564.0 1.241(25) 1.240(136) 0.01 1.072(8) 1.075(37) −0.07 1.023(2) 1.030(25) −0.29
688.6 1.205(30) 1.152(71) 0.69 1.060(10) 1.048(23) 0.46 1.018(3) 1.019(19) −0.03
778.9 1.102(18) 1.096(22) 0.20 1.036(7) 1.034(6) 0.16 1.014(2) 1.011(8) 0.40
867.4 1.370(38) 1.301(81) 0.78 1.108(13) 1.092(25) 0.58 1.035(3) 1.035(19) −0.02
964.1 1.247(30) 1.180(62) 0.98 1.079(10) 1.055(18) 1.18 1.031(3) 1.024(19) 0.35
1085.8 1.056(18) 1.012(42) 0.96 1.023(8) 1.004(13) 1.29 1.013(2) 1.006(10) 0.70
1089.7 1.086(17) 1.086(19) 0.01 1.029(8) 1.029(5) 0.01 1.011(2) 1.010(7) 0.09
1112.1 1.203(29) 1.148(59) 0.84 1.060(10) 1.044(17) 0.81 1.020(3) 1.018(13) 0.13
1212.9 1.359(37) 1.284(78) 0.87 1.105(12) 1.086(20) 0.80 1.033(3) 1.032(11) 0.10
1299.1 1.103(18) 1.099(19) 0.15 1.037(7) 1.034(7) 0.26 1.015(2) 1.013(5) 0.41
1408.0 1.214(28) 1.155(59) 0.90 1.063(10) 1.049(16) 0.73 1.019(3) 1.018(13) 0.06

Table 2
Summing correction results for point sources obtained at the energies of 134Cs at different distances from the HPGe detector window. The numbers between parentheses correspond to the
standard deviation in the last digits. The intercomparison Mean Value was taken from the literature (ICRM_GSWG, 2009).

Distance 2 cm 5 cm 10 cm

Energy (keV) SUMCOR Comparison Mean Value Z SUMCOR Comparison Mean Value Z SUMCOR Comparison Mean Value Z

242.8 1.173(23) 1.165(46) 0.15 1.058(6) 1.056(16) 0.12 1.021(2) 1.020(6) 0.17
326.5 1.227(23) 1.216(60) 0.17 1.076(5) 1.079(28) −0.12 1.028(2) 1.027(3) 0.20
475.3 1.164(23) 1.165(29) −0.02 1.056(4) 1.059(21) −0.16 1.020(2) 1.020(3) 0.07
563.2 1.173(23) 1.173(30) 0.00 1.057(5) 1.058(10) −0.11 1.019(2) 1.021(3) −0.42
569.3 1.172(24) 1.171(29) 0.04 1.058(6) 1.059(9) −0.09 1.021(2) 1.022(4) −0.17
604.7 1.098(14) 1.098(15) 0.00 1.034(4) 1.036(5) −0.35 1.012(1) 1.013(3) −0.17
795.8 1.106(20) 1.103(18) 0.11 1.036(4) 1.037(5) −0.08 1.014(2) 1.014(4) −0.11
801.9 1.164(23) 1.160(29) 0.10 1.056(4) 1.055(9) 0.05 1.020(2) 1.020(3) 0.11
1038.6 1.033(18) 1.031(15) 0.10 1.011(5) 1.012(8) −0.13 1.005(2) 1.005(4) 0.07
1167.9 0.917(19) 0.922(19) −0.19 0.968(8) 0.968(12) 0.03 0.989(3) 0.988(4) 0.29
1365.2 0.868(24) 0.875(25) −0.20 0.955(10) 0.948(6) 0.61 0.984(4) 0.981(5) 0.46
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corresponds to the total and peak efficiencies, sampled independently
and considered together. The main contributions to the total un-
certainty (sT) come from the efficiencies and, to a lesser extent, from
the finite number of sampled points. The contributions from the decay
scheme parameters are smaller.

The overall uncertainty was in general around 10% of the correction
and, in some cases, lower than the experimental uncertainty. This result
together with a Z score within the expected range for most cases was
considered satisfactory. A few cases where |Z| resulted larger than two
will be object of further investigation. Further refinements in MCNP6
modelling, including more scattering objects around the HPGe detector,
may reduce this uncertainty.

4. Conclusion

The calculation of cascade summing corrections for point and vo-
lumetric sources was succeeded based on MCNP6 modelling and com-
plemented by experimental data, to achieve an uncertainty around 10%
of the correction. Further refinements in modelling may reduce this
uncertainty.

Agreement with the mean values from the first intercomparison
(Lépy et al., 2010) and with the experimental results from the second
intercomparison (Lépy et al., 2012) were achieved for most cases,
considering both point and volumetric sources of 152Eu and 134Cs,
within the estimated uncertainties.

Future work is foreseen to include other comparisons between the
present method and the L-S Ratio method (Blaauw and Gelsema, 2003),
applying the efficiencies for volumetric sources calculated by SUMCOR
to the L-S formalism, as well as validation for metastable nuclides (Sima
and Arnold, 2008). The uncertainty calculation for the L-S formalism
applying SUMCOR code is also planned.
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Contact - PPMA

Eu-152 Cs-134

Energy (keV) S1 S2 S3 ST Energy (keV) S1 S2 S3 ST

121.8 0.012 0.0058 0.015 0.021 475.3 0.010 0.0007 0.013 0.016
244.7 0.020 0.0050 0.020 0.029 563.2 0.011 0.0017 0.011 0.016
344.3 0.003 0.0025 0.005 0.006 569.3 0.010 0.0007 0.014 0.018
411.1 0.008 0.0029 0.015 0.017 604.7 0.006 0.0006 0.009 0.010
444.0 0.016 0.0055 0.017 0.024 795.8 0.006 0.0006 0.010 0.012
564.0 0.016 0.0055 0.017 0.024 801.9 0.010 0.0007 0.013 0.016
688.6 0.014 0.0056 0.016 0.022 1038.6 0.002 0.0008 0.010 0.010
778.9 0.005 0.0026 0.012 0.014 1167.9 0.004 0.0014 0.011 0.011
867.4 0.025 0.0050 0.020 0.032 1365.2 0.005 0.0006 0.013 0.014
964.1 0.016 0.0048 0.017 0.024
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1089.7 0.004 0.0026 0.012 0.013
1112.1 0.014 0.0046 0.016 0.022
1212.9 0.024 0.0048 0.020 0.031
1299.1 0.005 0.0026 0.013 0.014
1408.0 0.014 0.0044 0.016 0.022

M.S. Dias et al. Applied Radiation and Isotopes xxx (xxxx) xxx–xxx

7

http://www.nucleide.org/DDEP_WG/DDEPdata.htm
http://refhub.elsevier.com/S0969-8043(17)30320-2/sbref1
http://refhub.elsevier.com/S0969-8043(17)30320-2/sbref1
http://refhub.elsevier.com/S0969-8043(17)30320-2/sbref1
http://refhub.elsevier.com/S0969-8043(17)30320-2/sbref2
http://refhub.elsevier.com/S0969-8043(17)30320-2/sbref2
http://www.nucleide.org/ICRM_GSWG/ICRM_GSWG_Report_2009.doc
http://www.nucleide.org/ICRM_GSWG/ICRM_GSWG_Report_2009.doc
http://refhub.elsevier.com/S0969-8043(17)30320-2/sbref3
http://refhub.elsevier.com/S0969-8043(17)30320-2/sbref3
http://refhub.elsevier.com/S0969-8043(17)30320-2/sbref3
http://refhub.elsevier.com/S0969-8043(17)30320-2/sbref3
http://refhub.elsevier.com/S0969-8043(17)30320-2/sbref3
http://refhub.elsevier.com/S0969-8043(17)30320-2/sbref3
http://refhub.elsevier.com/S0969-8043(17)30320-2/sbref4
http://refhub.elsevier.com/S0969-8043(17)30320-2/sbref4
http://refhub.elsevier.com/S0969-8043(17)30320-2/sbref4
http://refhub.elsevier.com/S0969-8043(17)30320-2/sbref4
http://refhub.elsevier.com/S0969-8043(17)30320-2/sbref4
http://refhub.elsevier.com/S0969-8043(17)30320-2/sbref4
http://refhub.elsevier.com/S0969-8043(17)30320-2/sbref4
http://refhub.elsevier.com/S0969-8043(17)30320-2/sbref5
http://refhub.elsevier.com/S0969-8043(17)30320-2/sbref5
http://refhub.elsevier.com/S0969-8043(17)30320-2/sbref5
http://refhub.elsevier.com/S0969-8043(17)30320-2/sbref6
http://refhub.elsevier.com/S0969-8043(17)30320-2/sbref6
http://refhub.elsevier.com/S0969-8043(17)30320-2/sbref7
http://refhub.elsevier.com/S0969-8043(17)30320-2/sbref7
http://refhub.elsevier.com/S0969-8043(17)30320-2/sbref7
http://www.nucleide.org/DDEP_WG/DDEPdata.htm

	SUMCOR: Cascade summing correction for volumetric sources applying MCNP6
	Introduction
	Methodology
	Monte Carlo simulation
	Cascade summing correction
	SUMCOR calculation procedure
	Estimation of uncertainty

	Results and discussion
	Conclusion
	Acknowledgements
	References




