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Introduction 

Neural networks, particularly deep neural networks[1], are used nowadays with great success in several tasks, 

such as image classification[2], image segmentation[3], translation[4], text to speech[5], speech to text[6], 

achieving super-human performance. 

Previous work investigates the properties of neural networks on gamma-spectroscopy characterization, using 

different input methods: reducing the input size by averaging ten by then channel[7], identifying the peaks on the 

spectra to use as input[8] and K-L transformation (a kind of signal compression technique) on the input 

spectrum[9]. Newest work[10] uses a neural network with all 1014 channel data. 

In this work, we present a desktop application for automatic gamma spectroscopy analysis with deep learning. 

This work is focused on the ten most common radionuclides at the IPEN’s Radioactive Waste Management 

Department, SEGRR. A machine learning model was trained with simulated data. The model is based on VGG-

19 deep learning architecture, initially used for image classification. 

Methodology 

The PENELOPE/PenEasy Monte Carlo[11] software suite was used to simulate spectra in slightly different 

geometries. The base geometry consists of a) steel (ASTM A366 1008 alloy with a density of 7.68 g/c³) drum 

filled with paper (density of 1.2 g/c³); b) a source positioned inside and at the middle of the drum; c) an HPGe 

detector with 16384 channels multichannel. 

The simulation parameters mimic the physical setup of the Ipen's Radioactive Waste Management 

Department. The Monte Carlo simulation allows only one source per simulation, to train and test with several 

radionuclides in one spectrum; the data set was enlarged, combining different spectra into a new one. 

The deep learning model was built using Keras[12] with Tensorflow[13] and the desktop application was built 

using Python[14] programming language. The model outputs the probability of a radionuclide exist in the input 

spectrum and the corresponding activity, measured in Becquerel. The classification part of the model is based on 

previous work[15] and the corresponding activity is an addition built in this work. 

Results 

After 27 epochs of training, the classification accuracy and activity mean squared error reached the best 

possible values: higher accuracy with lower activity mean absolute error as shown in Figure 1. 

  
Figure 1:  Model metrics during training. 

The desktop application used to analyze the IEC files is showed at Figure 3. 
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Figure 3: Application when started and after an analysis. 

Conclusions 

The model is capable of identifying the nuclides and estimate their correspondent activities. This application 

can be used at SEGRR to speed up the drum analysis that is performed in the daily operation routine. 
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