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A versatile physical phantom design and construction for I-125 dose 

measurements and dose-to-medium determination 
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ABSTRACT PURPOSE: In this paper we present a phantom designed to provide conditions to generate set 
of “true” independent reference data as requested by TG-186, and mitigating the scarcity of 
experimental studies on brachytherapy validation. It was used to perform accurate experimen- 
tal measurements of dose of 125 I brachytherapy seeds using LiF dosimeters, with the objective 
of experimentally validating Monte Carlo (MC) calculations with model-based dose calculation 
algorithm (MBDCA). In addition, this work intends to evaluate a methodology to convert the 
experimental values from LiF into dose in the medium. 
METHODS AND MATERIALS: The proposed PMMA physical phantom features cavities to 
insert a LiF dosimeter and a 125 I seed, adjusted in different configurations with variable thickness. 
Monte Carlo calculations performed with MCNP6.2 code were used to score the absorbed dose in 
the LiF and the dose conversion parameters. A sensitivity analysis was done to verify the source 
of possible uncertainties and quantify their impact on the results. 
RESULTS: The proposed phantom and experimental procedure developed in this work provided 
precise dose data within 5.68% uncertainty ( k = 1). The achieved precision made it possible to 
convert the LiF responses into absorbed dose to medium and to validate the dose conversion 
factor methodology. 
CONCLUSIONS: The proposed phantom is simple both in design and as in its composition, thus 
achieving the demanded precision in dose evaluations due to its easy reproducibility of experi- 
mental setup. The results derived from the phantom measurements support the dose conversion 
methodology. The phantom and the experimental procedure developed here can be applied for 
other materials and radiation sources. © 2022 American Brachytherapy Society. Published by 
Elsevier Inc. All rights reserved. 
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Introduction 

Thermoluminescent dosimeters (TLDs) have been ap-
plied to quality assurance (QA) and in vivo measurements
connected to several radiotherapy techniques for a cen-
tury now ( 1 ). These dosimeters are tissue equivalent and
sensitive to a wide dose range of different radiation types,
depending on their chemical composition. In addition, they
are both long-term and widely commercially available, be-
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ing still the most applied to measurements in radiation
therapy ( 2 ). 

Since TLDs are secondary dosimeters, their sensitiv-
ity to dose is determined by measuring their response to
a known dose delivered by a calibrated reference beam.
Such calibration is frequently made in a 60 Co or MV pho-
ton beam to assure traceability to primary standards for
absorbed dose to water ( 3 ). To measure the absorbed dose
from low-energy photons in experimental procedures, as
in brachytherapy (BT), one needs to perform a correc-
tion procedure to cope with the TLD response difference
between beam quality at calibration and at measurement
( 3 −6 ). Several studies describe the complexity of using TL
dosimetry for low-energy sources and quantify such energy
dependencies, recommending universal corrections based
on primary standards and dosimetry protocols ( 7 −13 ). 
hed by Elsevier Inc. All rights reserved. 
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Despite the required experimental complexity to per-
form TLD dosimetry, the high sensitivity and small di-
mensions make TLDs of LiF:Mg,Ti an excellent choice
for experimental evaluations in high dose gradient regions,
such as in BT at short distances from the seed ( 14 −16 ).
Not surprisingly, several studies based on in vivo dosime-
try highlight LiF TLDs as one of the main dosimeters in
BT, since they allow the quantification of dose in regions
where the treatment planning systems (TPS) is inaccurate.
In regions such as the skin, for example, the TPS over-
estimates the absorbed dose because it does not consider
the finite patient dimensions and assumes a homogeneous
water medium ( 17 −19 ). 

In this sense, QA routine in BT procedures still follow
dosimetry formalism recommended by the American Asso-
ciation of Physicists in Medicine (AAPM) – Task Group
report No. 43 (TG-43) ( 3 ), introduced in 1995 and sub-
sequently modified in various publications: 2004 update
TG-43U1 ( 4 ), 2007 supplement TG-43U1S1 (5) and 2017
supplement 2 TG-43U1S2 ( 6 ), the latter used as reference
in this study. This formalism assumes water as the stan-
dard dosimetry medium, so all calculations are performed
around a seed embedded in an infinite water medium. 

In contrast, in BT clinical practice the model-based dose
calculation algorithm (MBDCA) was introduced to per-
form dose calculations in conditions closer to reality and
to improve dose delivery accuracy ( 20 , 21 ). These algo-
rithms propose dose estimates directly into medium and
have been introduced in some commercial TPS such as
ACE 

1 ( 22 , 23 ) and ACUROS 

TM 2 ( 24 , 25 ) for high-dose-
rate (HDR) applications with 

192 Ir. 
With the advent of dose calculation in the medium, the

TG-186 ( 21 ) describes three different ways of reporting
the absorbed dose: D w,w 

- absorbed dose to water in wa-
ter; D w,m 

- absorbed dose to water in medium and; D m,m 

- absorbed dose to medium in medium. In addition to
these notations, when it comes to experimental dosime-
try new notations are needed ( 26 ), since the dose will
be deposited in the dosimeter. This way, for experimen-
tal measurements with LiF dosimeters: D LiF,w 

and D LiF,m 

(absorbed dose to LiF in water and medium, respectively).
The correlation between dose estimates in different media
is obtained through the cavity theory. Different approaches
of such correlation have been the subject of some recent
publications, see Beaulieu et al. ( 21 ), Branco et al. ( 26 ),
Andreo ( 27 , 28 ), Ballester et al. ( 29 ), Giménez-Alventosa
et al. ( 30 ) and references therein. 

Despite the importance of experimental dosimetry in
detecting errors, in clinical procedures or in dose calcu-
lations, experimental BT validation studies are still scarce
and limited. In recent years, the main experimental data
were based on TG-43, with the characterization of BT
1 (Advanced calculation engine – Nucletron – an Elekta Company, Vee- 
nendaal, The Netherlands) 

2 (Transpire Inc., Gig Harbor, WA) 

 

 

 

sources in an infinite medium of water, generating data
used as a reference in clinical routine ( 6 , 14 , 16 , 31 , 32 ). 

However, with the change of perspective in the way of
estimating the dose, D m,m 

, new complexities were added to
the experimental procedures, especially for low-energy BT,
such as 125 I, 103 Pd and 

131 Cs seeds. Since the composition
of the medium is more significant in this energy range,
due to the predominance of the interaction of radiation by
photoelectric effect ( 21 , 24 ). 

The main current studies seek to determine D m,m 

by
calculation, however, there is a lack of information and
details regarding experimental values with LiF and their
conversion to D m,m 

. This is due to the difficulty of obtain-
ing accurate measurements and the lack of reference for
a precise and practical dose conversion method. Keeping
that in mind, this work addresses two main objectives: (a)
propose a physical phantom that respects the premises pre-
sented by TG-186, based on a simple configuration that al-
lows dosimetry evaluations with reduced uncertainties and
control of the studied processes. This phantom was used
to perform 

125 I seed dose profile measurements with LiF
dosimeters in order to validate experimentally the Monte
Carlo (MC) calculations with MBDCA; (b) convert the
experimental LiF dose into absorbed dose to medium in
medium ( D m,m 

) using the cavity theory and MC calcula-
tions. 

Methods and materials 

Proposed phantom 

Figure 1 shows the physical phantom geometry devel-
oped in this work. It consists of a set of three square
(100 ×100 mm ²) polymethyl methacrylate (PMMA) sec-
tions, which are assembled one over another. The first sec-
tion consists a 10.0 mm thick slab with a LiF holder cavity
on the center of its top surface; the second section con-
sists of one or more PMMA slabs forming a section with
variable thickness ( z ); the third section is a 10.0 mm thick
superior slab with a 125 I holder cavity on the center of its
bottom surface. 

Ten phantoms were used simultaneously in the exper-
imental procedure carried on along this work. Fourteen
PMMA squared slabs of different thicknesses were used
interchangeably, alone or arranged in groups, to set the
source-detector distances (second section). Table 1 shows
the different slabs used ( a - n ) and their thickness, as well as
the arrangements to form the second section of thickness
( z ). 

The PMMA specification given by the manufac-
turer are: atomic composition (H, C, O) = (8.0538 %,
59.9848 %, 31.9614 %), Z eff = 6.53 and mass density
ρ = 1.19 g/cm 

3 . The mass density value was confirmed by
experimental measurement, resulting in 1.18 ± 0.02 g/cm 

3 ,
with excellent agreement with the manufacturer-stated
value. 
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Fig. 1. (a) Schematic illustration of the phantom. (b) Picture of the phantom, with red and blue arrows showing PMMA slabs with 125 I seed and LiF, 
respectively. The white arrow shows the lateral pin used to align the slabs. (c) Phantom arranged in its irradiation configuration. (For interpretation of 
the references to color in this figure legend, the reader is referred to the Web version of this article.) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

PMMA is the only material used in the phantom due
to its low cost and easy handling, however, the present
phantom can be easily adapted to support heterogeneous
materials which shall be presented in a subsequent work.
Two PMMA pins, located at two opposite corners of the
phantom were used to hold and align the slabs, ensuring
immobilization during irradiation, and the proper relative
positioning of the seed to the LiF. 

Model Amersham 6711 (OncoSeed - GE Healthcare,
IL. Marketed by Oncura, Inc) 125 I brachytherapy seeds,
with initial apparent activities of 1 mCi, were used. Four
batches of seeds were used throughout the experiments. 

TLD methodology 

LiF:Mg,Ti dosimeters (Thermofisher) known as TLD-
700 in a disk format of 0.254 mm thick and 3.6 mm in di-
ameter were used in this work. The dosimeters were stored
in two separate aluminum trays that were also used for the
annealing in a stove. The annealing procedure was simi-
lar to that proposed by Davis et al. ( 7 ). One day before
irradiations, the dosimeters were annealed at 400 °C dur-
ing 1h followed by more 2h at 100 °C on two dedicated
stoves. Following the annealing procedure, the dosimeters
were cooled to room temperature. 

Before the experiments, a batch of 50 LiF was ex-
posed to 

137 Cs beam inside a 1.0 cm thick rectangu-
lar slab PMMA. Three irradiations were performed with
100.0 mGy of air kerma in the position of the dosimeters.
Such irradiation allowed the selection of 36 LiF, based on
reproducibility (precision < 3.0 %) criteria. 

Dose calibration of the LiF response was performed by
irradiating 36 selected dosimeters with a dose of 1.0 Gy
using a 6 MV X-ray beam produced by a Linac. TLDs
were positioned at 5.0 cm depth in an PMMA slab and
irradiated with a (10 ×10 cm ²) field defined at the phantom
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Table 1 
Variable thicknesses ( z ) used in the second section with their respec- 
tive uncertainties, obtained from experimental measurements with a mi- 
crometer screw. 

Slab Experimental configuration 

Identification Thickness (mm) Arrangement ( z ) (mm) 

a 1.763 ± 0.016 a 1.763 ± 0.016 
b 1.826 ± 0.009 d 2.890 ± 0.014 
c 1.872 ± 0.015 e 2.969 ± 0.008 
d 2.890 ± 0.014 h 4.020 ± 0.001 
e 2.969 ± 0.008 i 4.080 ± 0.014 
f 3.858 ± 0.011 j 4.200 ± 0.011 
g 3.955 ± 0.001 k 4.300 ± 0.013 
h 4.020 ± 0.001 m 5.200 ± 0.011 
i 4.080 ± 0.014 a + b + d 6.479 ± 0.023 
j 4.200 ± 0.011 c + l 6.831 ± 0.017 
k 4.300 ± 0.013 a + c + g 7.590 ± 0.022 
l 4.959 ± 0.008 i + l 9.039 ± 0.016 
m 5.200 ± 0.011 d + n 12.640 ± 0.017 
n 9.750 ± 0.010 a + d + f + l 13.470 ± 0.025 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

surface, which was positioned at source surface distance
(SSD) = 100.0 cm. 

LiF reading was performed in a Harshaw 3500 TLD
reader one day after the irradiation, so that the trapped
charges associated to the low temperature peaks returned
to the ground state. The reading parameters used in the
analyses were: 10 °C/s heating rate; 60 °C / 400 °C ini-
tial/final temperatures and 45 s reading time in a nitrogen
gas rich atmosphere. The total area under the TL glow
curve was used as the LiF response intensity ( I LiF ) . 

The experimental methodology consisted of irradiating
the dosimeters in ten phantoms, similar to that shown in
Fig. 1 , but with different thicknesses of PMMA ( z ) be-
tween the LiF and the 125 I seeds, according to Table 1 . In
all measurements, the irradiation time was adjusted so that
the calculated air kerma at 10 cm distance from the seed,
in a free vacuum configuration, was 1.5 mGy. Air kerma
strength was calculated by the methodology proposed by
Taylor et al. ( 33 ) using small voxel located 10 cm from
the seed. Its value was chosen so that the irradiation time
span was feasible during the entire seed lifetime. The ir-
radiation time varied from 18 h (at the beginning of seed
lifetime) to 47 h (at the end of seed lifetime). 

For each irradiation set the background TL signal in-
tensity ( I Background ) was obtained by the average reading of
three non-irradiated dosimeters. These dosimeters partici-
pated in the annealing and reading procedures along with
others. The intensities of these non-irradiated dosimeters
were small compared to the irradiated ones. Its relative
value depends on the distance between the seed and the
irradiated TLDs – less than 0.3% (9.0%) when compared
to the intensity from the irradiated dosimeters placed clos-
est (furthest) to the seed. 

In this way, the LiF corrected response for a thickness
(z), R LiF (z) , is given by the equation ( 1 ). 

R LiF ( z ) = I LiF ( z ) − Ī Background (1)
where I LiF (z) is the response, in μC units, obtained from
the TL reader for a LiF placed at a given thickness (z),
while Ī Background is the average of the LiF unexposed re-
sponses, also given in μC units. 

The dosimeters were randomly irradiated several times
in the same position, that is, different dosimeters were used
to obtain the TLD responses and uncertainties for each
thickness ( z ), resulting in mean values R̄ LiF (z) . An average
of 20 irradiations were performed for each PMMA thick-
ness (z). 

Monte Carlo calculations 

Monte Carlo (MC) calculations were performed using
the Monte Carlo N-Particle – MCNP code version 6.2 ( 34 ),
which models radiation interactions in matter for the en-
ergy range of interest. This code has been successfully
applied for dosimetry studies in the brachytherapy field
( 32 , 35 , 36 ). 

The phantom in Fig. 1 was modelled in the code to
faithfully reproduce the performed experiments. The 125 I
seed was modelled according to published descriptions
and the primary radionuclide photon emission spectrum
was obtained from the USA National Nuclear Data Cen-
ter (NNDC) ( 37–39 ). The mean photon emission energy
per 125 I decay is 27.4 keV, for the model 6711 seed. This
model was validated against dose data available in the lit-
erature (data not shown), resulting in a dose rate constant
with differences of 0.31 % and 0.95 %, from the data pre-
sented in the TG-43 ( 6 ) and by Taylor and Rogers ( 40 ),
respectively. Such differences are within the statistical un-
certainties. 

Deposited energy and kerma in the LiF were estimated
using three different MCNP tallies: 

- F4 tally is a track-length estimator and it was used
to calculate the fluence of particles in the LiF volume,
in 1/cm ².source-particle unity. This tally, when associated
with the asterisk ( ∗) weights the fluence in energy, result-
ing in the photon energy-fluence, �. The association of
� with the mass energy-absorption coefficients ( μen /ρ) ,
taken from the NIST database, allows the conversion of
photon fluence into kerma, in MeV/g.source-particle unity.

- F6 tally is also a track-length estimator and it was used
to calculate the kerma, in MeV/g.source-particle unity. This
tally performs the same dose calculation as performed by
the F4 tally, but using the ( μen /ρ) from MCNP libraries. 

- ∗F8 tally is based on particle collisions and accounts
for the energy deposited in the target volume. Rather than
using the photon fluence in the target volume to estimate
the deposited energy, it tallies the mean energy difference
between all incoming and outgoing particles created by
each source particle. It was used to estimate the energy
deposited in the LiF by particles from the source, in units
of MeV/source-particle, obtaining the absorbed dose D LiF,m 

or D m,m 

by dividing, respectively by the LiF or medium
mass. 



84 P.C.G. Antunes et al. / Brachytherapy 22 (2023) 80–92 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Photons and electrons were transported down to a cut-
off energy of 1 keV. The number of primary photons was
set to 1 ×10 

10 for all simulations, providing uncertainties
below 0.9 % (Type A ± 1 σ ). The computational time was
approximately 28,000 min, for each simulation run and
were performed by a 90 core Intel® Xeon processor. All
simulations were performed with MCNP6.2 default param-
eters, in the standard particle history simulation, that is, a
source particle and all its secondary particles generated by
it are followed along its history, and no filtering were ap-
plied to the tallied results. 

MCPLIB 84 and el032 were the cross-section libraries
used, in all simulations, to transport photons and electrons,
respectively. 

Dose to medium from experimental values 

Adopting the terminology presented in the TG-43 ( 6 ),
and assuming that R̄ LiF (z) varies linearly with absorbed
dose in the studied dose range, the Eq. (2) was used to
determine the absorbed dose to medium m , with transport
performed in medium m , D m,m 

( 16 , 32 ). All data presented
in this work use PMMA as the medium ( m ) in which the
radiation is transported. Its specification will be henceforth
suppressed to simplify the notation. 

D PM M A ( z ) 
(

125 I 
) = R̄ LiF ( z ) 

(
125 I 

)
.N D 

( 6 MV ) . f rel .k rel 
bq 

(2)

where N D 

( 6 MV ) = 1 /S D 

( 6 MV ) , with S D 

( 6 MV ) = 32.74
± 1.25 μC/Gy, is the absorbed dose calibration coefficient,
f rel is the LiF relative absorbed dose energy dependence
with respect to the 6 MV calibration beam, k rel is the cor-
responding relative intrinsic energy dependence of LiFs. 

To take into account the different absorbed dose energy
dependence of the LiFs in the 125 I beam quality and 6MV
X-ray, f rel was calculated by MC from Eq. (3) . 

f rel = 

f 
(

125 I 
)

f ( 6 MV ) 
= 

[ D PM M A / D LiF ] 125 I 

[ D PM M A / D LiF ] 6 MV 
(3)

where D LiF is the absorbed dose in the LiF, considering
the composition and dimension of the studied dosimeter,
and D PM M A is the dose to PMMA at the midpoint of the
dosimeter in the absence of the dosimeter, assuming a point
detector (0.1 ×0.1 ×0.05 mm ³). It is necessary to account
to 1 /r 2 effect of the beam, which can decrease f rel by
up 2.4 % ( 9 ). The ratio [ D PM M A /D LiF ] 6 MV was calculated
for the proposed phantom geometry in the calibration beam
using a source model consisting of a (10 ×10 cm ²) parallel
6 MV x-ray photons by Sheikh-Bagheri and Rogers ( 41 )
for the specific linac model. 

In low-energy BT sources, the ratio [ D PM M A /D LiF ] 125 I 

can be estimated by the large cavity theory (LCT), in
which the secondary electron ranges shorter than the cav-
ity size in which the dose is calculated ( 42 , 43 ). Under
the proposed conditions, the LiF (thickness 0.0254 cm)
is approximately 10 times greater than the CSDA range
of electrons in water (R CSDA,35,5 keV 

∼= 

2,5.10 

−3 cm) for the
maximum 

125 I energy, which indicates the used LiF can
be considered a large cavity. 

According to LCT, and assuming there is charged-
particle equilibrium (CPE) within the LiF at the proposed
phantom, the ratio [ D PM M A /D LiF ] 125 I can be approximated
to the Eq. (4) . 

D PM M A 

D LiF 
= ( ̄μen /ρ) PM M A 

LiF . �PM M A 
LiF (4)

where �PM M A 
LiF is the energy-fluence ratio between

PMMA and LiF, and ( ̄μen /ρ) PM M A 
LiF is the ratio between

( ̄μen /ρ) PM M A and ( ̄μen /ρ) LiF , that is, the PMMA to LiF
ratio of the energy-fluence weighted average mass energy-
absorption coefficients. 

With this, we can rewrite the Eq. (5) as: 

f rel = 

f 
(

125 I 
)

f ( 6 MV ) 
= 

[
( ̄μen /ρ) PM M A 

LiF . �PM M A 
LiF 

]
125 I 

[ D PM M A /D LiF ] 6 MV 
(5)

with factors MC-scored as described in Eqs. (6) and ( 7 ),
respectively. 

�PM M A 
LiF = 

E max ∫ 
E min 

�PM M A ( E ) dE 

E max ∫ 
E min 

�LiF ( E ) dE 

(6)

where �PM M A (E ) and �LiF (E ) are the energy-fluence in
PMMA and LiF, respectively, calculated by 

∗F4 tally card
throughout the energy range given by the minimum and
maximum energy limits of the 125 I seed (E min = 1.0 keV
and E max = 35.492 keV). 

Following the same procedure, Eq. (7) was solved using
tally 

∗F4 associated with NIST coefficients ( μen /ρ) ( 44 )
in the numerators and only 

∗F4 in the denominators, as
proposed by Giménez-Alventosa et al. ( 30 ) and references
therein. 

( ̄μen /ρ) PM M A 
LiF = 

E max ∫ 
E min 

�PM M A ( E ) . ( μen ( E ) /ρ) PM M A dE 

E max ∫ 
E min 

�PM M A ( E ) dE 

E max ∫ 
E min 

�LiF ( E ) . ( μen ( E ) /ρ) LiF dE 

E max ∫ 
E min 

�LiF ( E ) dE 

(7)

Recent studies ( 7 , 9 −13 , 45 ) 41 show that k rel cannot be
calculated directly by MC codes, as these calculations do
not account for the signal formation process in the detector
and the dependence of its efficiency on the linear energy
transfer of the radiation, due to the solid-state nature of the
LiF. Following the recommendation of the TG-43 ( 6 ), the
k rel value used is 0.931 ± 0.013, obtained from a global
value for 125 I seeds by Rodrigues and Rogers ( 9 ). 

Seeking a clearer understanding of the text, superscript
indices will be used to designate the procedure adopted to
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Fig. 2. Top - Relative Depth Dose Profile – DDP, using PMMA as the 
medium to perform the radiation transport: Simulated ( ( D 

MC 
LiF ) Norm. 

- in 
blue) and experimental ( ( ̄R LiF ) Norm. - in red). Values are normalized to 
the thickness z = 5.200 ± 0.011mm. Bottom – Residuals, taking simulated 
values as reference. (For interpretation of the references to color in this 
figure legend, the reader is referred to the Web version of this article.) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

evaluate the dose: conv and MC to designate, respectively,
the absorbed dose obtained from the conversion through
cavity theory, and the absorbed dose calculated by MC
simulation using 

∗F8 tally card. In this way, D PM M A of the
Eq. (2) will be renamed to D 

conv. 
PM M A . 

Data analysis 

Comparisons of the experimental and calculation data
were carried out through the residual graph. Such graphic
allows the evaluation of the general behavior of the
performed experiments and it is obtained according to
Eq. (8) for Fig. 2 . 

r esi dual ( z ) = 

(
R̄ LiF ( z ) 

)
Norm. 

−
(

D 

MC 
LiF ( z ) 

)
Norm. (

σR̄ LiF ( z ) 

)
Norm. 

(8)

where ( ̄R LiF (z) ) Norm. is the average of the normalized ex-
perimental values at each thickness z with its respective
propagated uncertainty ( σR̄ LiF (z) 

) 
Norm. 

and, ( D 

MC 
LiF (z) ) Norm. 

is
normalized calculated values by MC. In this way, the resid-
uals are dimensionless. 

Uncertainty budget 

The estimated uncertainties associated with the exper-
imental and calculated values are presented in Table 2 ,
resulting in a maximum final total uncertainty of 5.68 %.
The uncertainty of MC is the tally statistic for Type A
and the seed geometry and energy spectrum for Type B,
similar to Kennedy et al. ( 46 ) values. 
Uncertainty values are reported using a coverage factor
k = 1 (i.e., 1 σ ). The type A uncertainty assigned to repet-
itive LiF measurements was estimated from the standard
deviation of the mean value. TLD responses and uncertain-
ties were measured for each one of the 14 PMMA thick-
nesses ( z ) evaluated in this work. Data were collected at
an amount that suffice both the best estimate values, given
by the average responses, and uncertainty estimates, given
by the mean standard deviations. 

Many parameters may contribute to the composition of
the overall uncertainties involved in brachytherapy dosime-
try measurements ( 47 ). A list of these data uncertainty
players is presented in order to provide a general view of
their contribution. 

The uncertainty of the experimental measurements is
the result of the combined effect of: 

1- source strength: 4 batches of 10 sources each. No source
was associated to a specific configuration parameter,
such as PMMA thickness, LiF and LiF cavity holder
positioning; 

2- irradiation time uncertainty: irradiation time determined
by setting a 1.5 mGy calculated air kerma value at 10
cm distance from the source, which corresponded to ir-
radiation times ranging from 18h (new source) to 28h
(at the end of source lifetime). Assembling and disas-
sembling the irradiation setups took no longer than 30
seconds; 

3- PMMA thickness: each slab was measured in different
spots around its surface by at least 4 different experi-
menters. Their thicknesses were estimated by the mean
values obtained from the results of set of 20 measure-
ments on the average ( 14 −28 ) performed for each thick-
ness, which showed an overall 10.9 % (6.6% −13.0%)
standard deviation. For the setup arrangements where
more than one slab was used, uncertainty was estimated
by the propagation of uncertainties of each slab assum-
ing no correlation between them. 

4- PMMA density: PMMA density was assumed accord-
ing to the value provided by the manufacturer as 1.19
g/cm 

3 , as it was within the uncertainty of the measured
experimental value. All PMMA used to build the phan-
toms were from a single manufacturer. 

5- Phantom structures alignment: LiF holder cavity dis-
placement from the central radial line in a parallel line
to the PMMA spacer surface. 

6- LiF holder oversize: the air gap between the LiF and
the PMMA spacer lower surface. 

7- Internal source displacement: the displacement of the
source rod from the seed central axis. As the seed
placed in the seed cavity lays horizontally on the
PMMA, one might expect the downward dislocation of
the Ag rod containing the 125 I radionuclides to the inner
surface of the hollow encapsulation cylinder closest to
the PMMA spacer. 
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Table 2 
Analysis of the uncertainty associated. Random or statistical effects are de- 
scribed with Type A uncertainties and Type B uncertainties describe systematic 
effects. 

Source of uncertainty Dosimetric uncertainty (%) 

Type A Type B 

Average of repetitive measurements 3.46 a 

LiF dose calibration 3.82 
Relative absorbed dose energy dependence, f rel 1.68 
Relative absorbed dose energy dependence, k rel 1.40 
Monte Carlo results 0.90 0.33 
Quadratic sum 3.58 4.41 
Combined total uncertainty ( k = 1) 5.68 

a for the maximum value found for the thickness of ( z = 6.831 ± 0.017) mm. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Top: Calculated photon energy-fluence spectra in the detector cav- 
ity either filled with LiF (blue line) or filled with medium material, that is, 
PMMA (gray line), for an PMMA spacer thickness of z = (5.200 ± 0.011) 
mm; bottom: the corresponding energy-fluence ratio value �PM M A 

LiF . (For 
interpretation of the references to color in this figure legend, the reader 
is referred to the Web version of this article.) 

 

 

 

 

 

 

 

 

 

 

 

 

 

8- LiF sensitivity: LiFs were selected prior to the begin-
ning of the experiments to provide a better precision
throughout the experiments. No individual LiF sensi-
tivity determination was done neither an energy depen-
dence response. LiFs were selected randomly among
the disposed preselect group during irradiations either
as reference background detectors or as irradiation dose
monitors. 

9- LiF reader efficiency: LiFs were read in a Harshaw 3500
TLD reader. 

In order to perform a sensitivity analysis evaluating the
effect of the geometry parameters (items 3 −7 in the list
above) on the experimental results, a series of simulations
were carried out where the geometric differences on the
ideal designed configuration were implemented one at a
time. The chosen parameters are the ones associated solely
to the phantom and source experimental configuration. 

Results 

Dose measurements 

Figure 2 shows the experimental and simulated rela-
tive depth dose profiles (DDP) – respectively, ( ̄R LiF ) Norm.

and ( D 

MC 
LiF ) Norm. - as a function of the variation of PMMA

thickness ( z ). Below these curves, the graph of residuals
between them is presented ( Eq. (8) ), to assist in the anal-
ysis of the obtained results. 

The experimental values, in red, corresponds to the
average LiF response value obtained after a set of irra-
diations performed for each thickness. The uncertainties
are given by the mean standard deviation. In general, to
achieve similar uncertainties along all DDP range, a greater
number of measurements were performed for the smallest
thicknesses than have been for the thickest, as they are in
a region closer to the seed and with a high dose gradient.
For example, at thickness of z = (1.763 ± 0.016) mm the
dose value corresponds to an average of 28 measurements,
while at the largest thickness, z = (13.470 ± 0.025) mm,
to an average of 10 measurements. 
Relative absorbed-dose energy dependence f rel 

To support the assumption that the LiF is a large cavity
when irradiated with 

125 I seed, absorbed dose and colli-
sion kerma were estimated in the proposed phantom, us-
ing MCNP6.2 tallies ∗F8 and F6, respectively. The results
present differences between tallies below 0.14 %, which
are smaller than the tallied uncertainties (Type A), sup-
porting the initial assumption. 

f ( 125 I ) was estimated from the �PM M A 
LiF and

( ̄μen /ρ) PM M A 
LiF MC-scored quantities obtained accord-

ing to Eqs. (6) and ( 7 ), respectively. The values of �PM M A
LiF 

were evaluated for each thickness ( z) from the photon
energy-fluence in the cavity (LiF or PMMA). Figure 3
shows the �LiF (blue color) and �PM M A (gray color) as
a function of energy calculate for a z = (5.200 ± 0.011)
mm PMMA thickness. 
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Fig. 4. Top: D 

MC 
LiF (z) (blue dots) and D 

MC 
PM M A (z) (gray triangles) multiplied 

by square thickness value for different thicknesses ( z ) of PMMA; bottom: 
the corresponding calculated dose ratios, D 

MC 
PM M A /D 

MC 
LiF . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Ratio between the converted and calculate absorbed dose to 
medium (PMMA). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

LiF and PMMA calculated photon energy-fluence
spectra overlap each other retrieving similar results,
with differences within the statistical uncertainties, ex-
cept for energies below 10 keV. The integral pho-
ton energy-fluence was calculated for both LiF and
PMMA for all thickness. Performing these calculations
for all the PMMA thicknesses used in the phantoms
along this work leads to an average energy-fluence ra-
tio value of �PM M A 

LiF = ( 1 . 0063 ± 0. 0010 ) , with an uncer-
tainty below 0.11 % obtained from the mean standard
deviation. 

The ( ̄μen /ρ) PM M A 
LiF was evaluated, for each z , from the

ratio of mass energy-absorption coefficients of PMMA
and LiF, averaged over the local photon energy-fluence
( Eq. (7) ). The calculated values were constant for the
different thicknesses ( z ) resulting in an average value of
( ̄μen /ρ) PM M A 

LiF = (0.5201 ± 0.0006). 
To validate the obtained �PM M A 

LiF and ( ̄μen /ρ) PM M A 
LiF fac-

tors, D 

MC 
LiF and D 

MC 
PM M A were calculated for different PMMA

thicknesses ( z ) from 1.0 mm to 14.0 mm range, in 1.0 mm
increments. These estimates were multiplied by the square
of the material thickness ( z ²), so to have the square of dis-
tance geometric dependence factored out from the results,
before been shown in Fig. 4 . All dose values were esti-
mated using tally 

∗F8, retrieving estimates with Type A
uncertainties below 0.2%. 

In addition to dose profiles, Figure 4 shows the ratio
[ D 

MC 
PM M A /D 

MC 
LiF ] 125 I , which exhibit a constant behavior as a

function of thickness, consistent with the literature ( 42 ).
This is due to the narrow range of the 125 I seed photon
spectrum, with energies varying between 27.2 and 35.5
keV, thereby limiting the spectrum changes as a function
of distance, especially, when compared to other low en-
ergy sources such as 103 Pd, which have a soft continuous
spectrum and undergoes significant beam hardening as a
function of distance ( 48 ). 

The ratio [ D 

MC 
PM M A /D 

MC 
LiF ] 125 I results in an average value

of (0.5234 ± 0.0007), which corresponds to the product of
[ ( ̄μen /ρ) PM M A 

LiF . �PM M A 
LiF ] 125 I = ( 0. 5234 ± 0. 0008 ) . The ex-

cellent agreement between these values shows the calcu-
lated f ( 125 I ) suitability, to convert the LiF experimental
response into the PMMA dose estimate R̄ LiF → D 

conv. 
PM M A . 

For high energy beam, the f ( 6 MV ) parameter was esti-
mated from the calculated dose ratio [ D 

MC 
PM M A /D 

MC 
LiF ] 6 MV . It

is observed that this factor does not change as a function
of depth, in agreement with the literature ( 9 , 16 ). The value
of f rel obtained here is (0.475 ±0.008). 

D 

conv 
PM M A versus D 

MC 
PM M A 

The D 

conv 
PM M A values can be used to validate the D 

MC 
PM M A

MC calculations, so that in ideal conversion should yield
a ratio of D 

conv 
PM M A /D 

MC 
PM M A = 1 . Figure 5 confirm this fact,

where the ratios between D 

conv 
PM M A (z) and D 

MC 
PM M A (z) are

shown, for all values of ( z ). 
The uncertainties on the ratio values presented in

Fig. 5 takes into account the propagation of all un-
certainties associated with the LiF measurements and
the MC uncertainties associated with both terms of the
ratio. 

Phantom sensitivity 

Figure 6 shows the results of the sensitivity analy-
sis where the results from the error implemented con-
figuration are compared with the results driven from the
ideal designed configuration, which were taken as the
reference. 

The studied sources of errors on planned LiF dose de-
livering were those associated to the source modelling and
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Fig. 6. Sensitivity analysis of phantom geometry parameters effect. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

phantom construction and specification. Source modelling
might be limited by an incorrect representation of the radi-
ation source inside the seed. The downward displacement
of the source inside the seed was evaluated as the seeds
lay horizontally on the top slab of the phantom. Phantom
construction might be subject to imperfections such as the
misplacement of the LiF cavity holder out of the central
position of the PMMA slab, leading to a misalignment be-
tween source and LiF, or even building an oversized cavity
holder which might led to the formation of an air gap be-
tween the LiF and the spacer slab. Imprecisions on spacer
slabs thicknesses and PMMA density are also a source of
uncertainties. These errors were designated respectively as
internal source shift; LiF (lateral and longitudinal) offset;
air; thickness and density. 

The air gap, LiF lateral and longitudinal offsets are as-
sociated to the displacement of the LiF from its planned
position due to the misconstruction of the cavity holder,
either by oversizing - leading to the presence of an air gap
between the LiF and the variable thickness slabs - or by
misplacing it on the slab surface - leading to LiF lateral
and longitudinal offsets. 

In this analysis, dose variations due to the thickness
parameter ( z ) were compared to results driven for thick-
nesses increased (and decreased) by their respective mean
standard deviation, that is, z + s z (and z- s z ). Their corre-
spondent variations are depicted by black squares. LiF dis-
placements were evaluated for an amplitude offset of 0.5
mm, longitudinally and laterally to the source. Variations
for an air gap of 0.05 mm, corresponding to 20 % of
the LiF thickness and variations due to a PMMA density
decrement to 1.18 g/cm 

3 (experimental value) were also
evaluated. 
Discussion 

Phantom sensitivity analysis 

A sensitivity analysis was performed in order to assess
the designed phantom and identify the source of uncertain-
ties and their influence on the performance of the entire
experimental process. As expected, Figure 6 corroborates
the largest sensitivity of the points associated to smallest
thicknesses. This behavior was clear to all parameters ex-
cept for the density change, which presented uncertainties
as large as the calculated variations all along the thickness
range. 

The results may be gathered in 3 groups according to
their behavior on the sensitivity analysis: 

1- Positive sensitivity: parameters associated to changes
which led to larger dose estimates than the reference
configuration. These parameters are associated to the
reduction of the reference source to detector distance
such as observed for the internal displacement of the
source rod inside the brachytherapy source, and the re-
duction of the assumed PMMA spacer thicknesses. 

2- Negative sensitivity: parameters associated to changes,
which led to smaller dose estimates than the reference
configuration. These parameters are associated to the
displacement of the LiF from its designed position: ei-
ther by increasing the source to detector distance, such
as the air gap parameter evaluation, or to dislocation of
the LiF away from the source median central line, such
as evaluated by the LiF offsets. 

3- No apparent sensitivity: as the one represented by
the density. This parameter might present a negative
(positive) sensitivity for larger (smaller) densities, but
showed no variations between the evaluated density val-
ues. 

Data presented in Fig. 6 make it possible to evalu-
ate/quantify the impact of possible errors in the experimen-
tal arrangement, in relation to the idealized experiment. In
this sense, the estimated errors consist of limits associated
with a specific irradiation configuration, while the experi-
mental procedure were performed with different seeds and
phantoms. 

The individual errors are below the preci-
sion/reproducibility of the LiFs used, except for the
errors of internal source shift and air, for smaller distances
( z < 3 mm). However, these errors present opposite
behaviors, which reduces their possible expressions. A
specific study must be carried out to evaluate the down-
ward displacement of the source inside the seed, which
could justify the overresponse of the dose evaluated for
the smallest distance, z = (1.763 ± 0.016) mm. 

The phantom sensitivity analysis performed is a novelty
in the way of evaluating the data obtained experimentally
in relation to the other phantoms present in the literature. 



P.C.G. Antunes et al. / Brachytherapy 22 (2023) 80–92 89 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

It is worth noting that there are a variety of previ-
ous studies that present phantoms that seek to generate
reference data for the TG-43 ( 6 ), from the experimental
and/or calculated characterization of BT sources, with eval-
uations of the dose-rate constant, the anisotropy function,
and the radial dose function in water or in water-like plas-
tic ( 14 , 16 , 33 , 37 , 38 , 40 ). However, the proposal of this work
differs from the others in methodological terms, introduc-
ing a novelty with a phantom that allows the generation
of data for the TG-186. 

The aim of this phantom was to develop a high-quality
versatile design that is easily adapted to support different
heterogeneous materials and experimental configurations.
As it is formed by different sections (slabs), it is easily
possible to adapt them to new compositions or measure-
ments configurations. 

Dose conversion analysis 

The conversion of the experimental LiF response to
the dose to medium is performed by the parameters f rel 

and k rel 
bq . The f ( 125 I ) was obtained through �PM M A 

LiF and
( ̄μen /ρ) PM M A 

LiF MC-scored quantities. The �PM M A 
LiF value

( 1 . 0063 ± 0. 0011 ) was estimated from the average of the
photon energy-fluence ratios in LiF and PMMA calculated
for different thicknesses ( z ). This value can be approxi-
mated to unity, under all evaluated irradiation conditions,
that is, �PM M A 

LiF 
∼= 

1 in all source-detector estimated dis-
tances, showing that the studied LiF hardly disturb the
photon energy-fluence of the medium. 

This approximation corroborates to the principle as-
sumed by the LCT, so that, most studies ( 20 , 42 , 43 ) con-
vert the dose from one medium to another using the ra-
tio of mass energy-absorption coefficients only, f ( 125 I ) ≈
( ̄μen /ρ) PM M A 

LiF , as done by Rodrigues and Rogers ( 9 ). On
the other hand, Andreo ( 27 , 28 ) and Giménez-Alventosa et
al. ( 30 ) report that the common assumption of consider-
ing approximately equal the energy-fluence in cavity and
in medium is a poor approximation, especially for high Z
tissues. Giménez-Alventosa et al. ( 30 ) present variations
of 3.0 % for the tissue adipose/water ratio and 30.0 % for
the bone/water ratio, using 

125 I seed. 
Keeping the recommendation in mind, we choose to

keep the calculated �PM M A 
LiF value in the f ( 125 I ) , result-

ing in a more accurate conversion, in about 0.6 %, which
turns to become more relevant for some phantom material
compositions other than PMMA, as shall be addressed in a
subsequent work. It is worth emphasizing, that the photon
fluence spectra which were the weighting factors used in
the evaluation of �PM M A 

LiF are the same used to calculate
( ̄μen /ρ) PM M A 

LiF . 
The ( ̄μen /ρ) PM M A 

LiF MC-scored quantities were obtained
from the photon energy-fluence weighted average and
NIST ( μen ( E ) /ρ) data, resulting in a constant value for all
evaluated phantom spacer thicknesses. The relative uncer-
tainty values vary within 0.02 % for the smallest thickness
( z = 1.763 ± 0.016 mm) to 0.11 % for the largest thick-
ness ( z = 13.470 ±0.025 mm). These uncertainties come
from the MC-calculated photon spectra, see Fig. 3 , since
the uncertainties of the mass energy-absorption coefficients
were disregarded. 

In the analyses done in this work, we verified that
( ̄μen /ρ) PM M A 

LiF does not vary with voxel size. However, as
well as �PM M A 

LiF , ( ̄μen /ρ) PM M A 
LiF estimates are highly depen-

dent on medium composition and density. Minimal changes
on media specification, particularly composition, lead to
great changes on the calculated results ( 21 , 49 ). 

To verify the validity of the calculated f ( 125 I ) , an
approach, based on [ D 

MC 
PM M A /D 

MC 
LiF ] 125 I , was carried out.

D 

MC 
PM M A and D 

MC 
LiF were tallied for many PMMA thick-

nesses and the correspondent ratios were calculated leading
to the same value found for f ( 125 I ) . It is worth men-
tioning the difference in the methodology used to cal-
culate these values, the [ ( ̄μen /ρ) PM M A 

LiF . �PM M A 
LiF ] 125 I factors,

were calculated from the photon fluence in the cavity, and
[ D 

MC 
PM M A /D 

MC 
LiF ] 125 I from the energy deposited in the cavity.

The good agreement shows that the computed f ( 125 I ) is an
accurate parameter for the conversion of the data obtained
experimentally into absorbed dose to PMMA. 

f rel was calculated for the phantom, 125 I seed and LiF
model used, resulting in a value of (0.475 ±0.008). Ro-
driguez and Rogers ( 9 ) show the importance of using f rel 

values specific to the seed and LiF shape involved, getting
values that may vary up to 8.6 % just by changing the LiF
shape. 

The LiF relative intrinsic energy dependence, k rel , on
the other hand cannot be obtained exclusively by simula-
tion. According to TG-43 ( 6 ), it can only be determined ex-
perimentally if ones used MC to calculate f rel and thereby
extract k rel from the measured value of S D 

(absorbed dose
calibration coefficient). 

Nunn et al. ( 10 ) demonstrate that the measured relative
LiF response as a function of photon energy differed by
up to 13 % from MC calculations, at low photon ener-
gies from 12 keV to 145 keV. Moutsatsos et al. ( 16 ) uses
k rel value of 0.916, with 2.5 % uncertainty adapted from the
work of Kennedy et al. ( 46 ), which is based on an unpub-
lished result for 125 I seeds. More recently, Reed et al. ( 10 )
measured k rel value of 0.870 with 1.4 % combined standard
uncertainty ( k = 1), for the radiation quality of 125 I relative
to 

60 Co, obtaining values lower than corresponding results
of previous studies for comparable qualities, with justified
differences due to the LiF handling (annealing and reading
parameters). 

We chose to use the value obtained by Rodriguez and
Rogers ( 9 ), which presents a generalized value obtained
from a rigorous literature review of experimental data
for low-energy BT seeds, without considering differences
in LiF handling protocols. However, TG-43 (6) suggests
that the k rel needs to be updated and to take into ac-
count the dependence on LiF shape and seed model, such
as f rel . 
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Based on the f rel and k rel , the D 

conv 
PM M A was obtained and

compared with MC-calculated dose to PMMA ( D 

MC 
PM M A ) ,

as shown in Fig. 5 . It is observed that all points approach
unity, within their respective uncertainties. It is worth men-
tioning the similarity between this figure and the residual
graphs presented in the bottom part of Fig. 2 . They both
show the adherence of the experimental dose estimates to
their calculated dose correspondents showing the accuracy
and precision of the experimental dose estimates. However,
the main point lies on the difference of their meaning:
while Fig. 2 shows matching experimental results and cal-
culated dose values in the LiF dosimeter - ( R LiF ) Norm. and
( D 

MC 
LiF ) Norm. , respectively, Figure 5 shows matching con-

verted experimental and calculated dose values for the ma-
terial where the radiation transport is realized, that is, the
PMMA – respectively. 

The good behavior of the D 

conv 
PM M A /D 

MC 
PM M A ratio, allows

validating the values of absorbed doses to medium ob-
tained from MC calculations. Overall, the accurate and
laborious experimental procedure used in this work val-
idated MC-calculations, given the excellent agreement of
the experiment with the corresponding MC results. The
R LiF → D 

conv. 
PM M A conversion using cavity theory is one of

the great interests of radiotherapy, since LiF are one of
the most used dosimeters in clinical practice. 

In this work the LiF response was converted into ab-
sorbed dose in a PMMA medium, however the proposed
methodology can be easily extended to different media,
such as materials equivalent to biological tissues, only by
properly introducing the heterogeneity of the medium in
the phantom and in its correspondent MC simulations.
However, it is worth mentioning that such a conversion
requires precise knowledge of the composition of the
medium, in order to accurately estimate the ( ̄μen /ρ) factor.
Uncertainty in the composition of the medium is directly
extended to the uncertainties of D 

conv. 
medium 

. 

Conclusions 

Following the recommendations of the TG-186 regard-
ing the need to design and implement relevant physical
phantoms geometries with known materials to generate
reference data, this work proposed the design and con-
struction of a phantom for low-energy BT dose measure-
ments. The proposed phantom is simple both in design
as in its composition. Nonetheless, it may provide pre-
cise results at the expenses of a laborious experimental
procedure, its easy setup reproducibility turned it possible
to repeat the experimental arrangement and gather enough
data to achieve the demanded precision in dose evaluations.
Its cost effectiveness is also an important makeup param-
eter as it becomes feasible to carry on the experimental
procedure with many phantoms simultaneously. Also, het-
erogeneous materials can be easily incorporated into the
phantom, allowing dose measurements in such conditions.
The experimental measurements were exhaustive and
required laborious and thorough work, but allowed final
uncertainties of less than 5.68 %, which can be consid-
ered excellent for dosimetry with low-energy brachyther-
apy seed, especially due to the high dose gradient at short
distances. The accuracy of this data made it possible to
convert the responses into absorbed dose to PMMA and to
validate the dose conversion factor methodology. 

Converting the absorbed dose to LiF into dose to
medium has been a matter of clinical interest since the
advent of MBDCA, as it allows an indirect experimental
validation of absorbed dose to medium. It is worth empha-
sizing that the dose conversion factor methodology uses
parameters that can be included in any treatment plan-
ning system, in addition to be easily extended to other
BT seeds, dosimeters and can be determined for different
materials simply introducing different heterogenous mate-
rials into the phantom, which shall soon be presented in a
following work. 
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