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Abstract
Objective.The scientific community has considered internal dosimetry by theMonteCarlomethod
the gold standard.However, there is a trade-off between simulation processing time and the statistical
quality of the results thatmakes it a challenge to obtain accurate absorbed dose values in some
situations, such as dose estimation in organs affected by cross-irradiation or limited computing power.
Variance reduction techniques are used to reduce computational processing timewithout impairing
the statistical quality of the results, such as tracking energy cutoff, secondary particle production
threshold, and parallelismof different types of emissions from radionuclides.Approach. In this work,
GATEMonteCarlo code and its variance reduction techniqueswere evaluated to calculate S values of
organs from the international commission on radiological protection (ICRP) report 110male
phantom for the lutetium-177, iodine-131, yttrium-90, and radium-223 radionuclides. The results
are comparedwith the data from theOpenDose collaboration.Main results.A cutoff of 5MeV for
local electron deposition and 2.0mmof secondary particle production range resulted in a
computational efficiency increase of 7.9 and 1.05 times, respectively. Simulation of ICRP 107 spectra-
based source proved to be about 5 timesmore efficient when compared to a decay simulation using
G4RadioactiveDecay (Geant4-based radioactive decay processes). Track length estimator (TLE)
and split exponential track length estimator (seTLE) techniques were used to calculate the absorbed
dose of photon emissions, resulting in computational efficiency up to 29.4 and 62.5 times higherwhen
compared to traditional simulations, respectively. In particular, the seTLE technique accelerates the
simulation time by up to 1426 times, achieving a statistical uncertainty of 10% in volumes affected by
cross-irradiation. Significance.The variance reduction techniques used in thiswork drastically reduced
the simulation time andmaintained the statistical quality of the calculated absorbed dose values,
proving the feasibility of the use of theMonteCarlomethod in internal dosimetry under challenging
situations andmaking it viable for clinical routine orweb applications.

1. Introduction

Dosimetry in radionuclide therapy depends on estimating the amount of energy deposited in target organs or
volumes of interest by particles emitted from regionswith radiopharmaceutical uptake (Sgouros et al 2020).

A promising approach of personalized dosimetry for radionuclide therapy is based onMonte Carlo
simulations using patient data, includingmolecular imaging such as positron emission tomography (PET) and
single-photon emission computed tomography (SPECT), to define the regions of interest (e.g. tumors), and the
anatomymodeling using computed tomography (CT) images. This approach allows for amore detailed voxel-
based absorbed dose calculation than the organ-basedmethod (Bolch et al 2009). However,Monte Carlo
simulations are computationally intensive to solve problemswith complex geometry requiring high statistical
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precision, as is the case of absorbed dose calculations, whichmakes very challenging the implementation of this
application in clinical routine orweb-based software.

As a solution, the computational parallelism, through the use of logic devices such as graphics processing
unit (GPU) andfield programmable gate array (FPGA), has been proposed (Abhyankar et al 2019, Frezza et al
2020, Peng et al 2020). However, some studies propose the use of themore cost-effective variance reduction
techniques (VRTs) to speed up absorbed dose calculations. TheMonte Carlo codeGATE (Geant4 Application
for Emission Tomography) (Jan et al 2004, 2011, Sarrut et al 2014, 2021) provides VRTs that can be used in
absorbed dose calculations to reduce computational processing time, such as the energy cutoff used to limit
Bremsstrahlung production and transport, capable of reducing simulation time and keeping global statistical
uncertainties below 1% (EL Bakkali et al 2017). Previousworks use distance thresholds for the production of
secondary particles on PETmodeling (Bonifacio et al 2010), improving simulation efficiency in estimates of
specific absorbed fractions of photons (Lamrabet et al 2021), optimizing simulations forwhole-body planar
scintigraphic acquisitions (Costa et al 2017), and cell-based dosimetry (Pinto et al 2020). Previous works (Frezza
et al 2020, ParejaGarcía et al 2021) addressed this theme and showedmotivating results.

In this work, several VRTs are combined and implemented inGATE for internal absorbed dose calculations
and evaluated in terms of computational efficiency to optimize processing timewhilemaintaining statistical
quality, enabling its use in clinical routine andweb-based software, such as the IRDose (Internal Radiation
Dosimetry)web application (Bonifacio et al 2021).

2.Methods

To compare simulated results with andwithout the use of VRTs, S values of some organs from the adultmale
voxelized reference computational phantomof the international commission on radiological protection (ICRP)
report 110 (Grosswendt 2012)were calculated. The radionuclides and source/target volumeswere chosen
according to the affinity criteria and/or organs at risk in their respective therapies. Source organs are those that
uptake a certain amount of the administered radiopharmaceutical and their absorbed dose is determined by self-
irradiation. Target organs are irradiated by radiation from the source organ(s). If wewant to estimate the
absorbed dose in an organ due to its self-irradiation, this organ is considered the source and target at the same
time. This work considered four radionuclides typically used in nuclearmedicine:

(a) lutetium-177: liver (target and source), kidneys (target), gall bladder wall (target), and gall bladder contents
(source);

(b) iodine-131: salivary glands (target and source), lungs (target), stomach wall (target), and stomach contents
(source);

(c) yttrium-90: liver (target and source), kidneys (target), lungs (target);

(d) radium-223: intestine wall (target), intestine contents (source) liver (target and source), kidneys (target).

The accumulated activity is used to compute the S values. At the simulation level, accumulated activity equals the
number of events.

Simulations were run usingGATE (Jan et al 2004) version 9.2withemstandard_opt4 physic list builder
(Guide for physics lists 2022) and 107 events, andwere performed on a PCbased on the Intel Xeon E5-2670 v3
2.30 GHz (12 cores and 24 threads) and 32 GBRAM.

2.1. Voxelized anthropomorphicmodel
The ICRP 110 anthropomorphicmodel used in this work is composed of 254× 127× 222 voxels for size of
2.137× 2.137× 8.0 mm, corresponding to a height of 176 cm and amass of 73 kg, with 141 segmented regions
(figure 1).

2.2.MIRD formalism
The voxel-based dosimetry approach, applied in the ICRP 110 (Grosswendt 2012) voxelized phantom for
absorbed dose calculation at segmented organs, allows us to apply themedical internal radiation dose (MIRD)
formalism (Bolch et al 2009) for quantitative data of non-uniform activity distributions within target organs
and/or volumes of interest (VOI), according to equation (1)
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where D voxelk( ) is the average absorbed dose in the target voxel (Gy), Avoxelh
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is the number of nuclear decays in
the source voxel (BqL) and S(voxelk← voxelh) is defined as the average absorbed dose in a target voxel by
nuclear decay in the source voxel (Gy.Bq−1.s−1).

2.3.Dosemap calculation
In theGATE environment, a tool calledDoseActor stores the absorbed dose at voxel level in a 3Dmatrix (or
dosemap) in a raw image described by the open-source Insight Segmentation andRegistration Toolkit (ITK)
MetaImageHeader (MHD), which is a text-based taggedfile format formedical images. In addition to the
absorbed dose represented by the voxel value, the dosemap contains information about the image dimension,

Figure 1. ICRP 110 voxelized virtualmale phantomwith the liver selected as source organ (viewed by 3D Slicer software
(Fedorov et al 2012).

3

Phys.Med. Biol. 68 (2023) 115004 L PCordeiro et al



voxel size, and data format. TheDoseActor also stores the deposited energy, associated relative uncertainty,
and the number of interactions, defined as hits byGATE/Geant4. The absorbed dose in a homogeneous region
is determined by the average value of the absorbed doses in each voxel, according to equation (2):
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=

The standard deviation of themean (d̂), in equation (5), is deduced by defining the unbiased variance
estimator (σ2) and the standard deviation (σ), defined in equations (3) and (4), respectively (Visvikis et al 2006).
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Therefore, the computation of d̂ involves threematrices: absorbed dose (d), number of interactions (N), and
the sumof squares of absorbed dose (d2).

2.4. EmployedVRTs
2.4.1. Secondary particle production threshold
This technique is based on the definition of a stopping range value, which is the distance to be covered by the
particle.When the particle has kinetic energy less than or equal to the equivalent of the defined stopping range,
the production of secondary particles is stopped and the energy released from each interaction is deposited
locally. The use of this technique ismandatory inGeant4, as it is applied to electrons in ionization and
Bremsstrahlung processes to avoid divergence in the infrared range (Carrier et al 2004). TheGATE command to
set this distance isSetCutInRegion.

For comparison purposes, the threshold distances for producing secondary particles were set to 0.1, 2.0,
10.0, and 50.0 mm in the voxelized virtual phantom,while theworld volume had the thresholdfixed at
10.0 mm.

2.4.2. Particle kinetic energy cutoff
Geant4 electromagneticmodels describe the interactions of particles withmatter down to afinite energy value
and the kinetic energy is deposited locally below this limit (Geant4-Collaboration 2022). The kinetic energy
cutoff technique kills the trackwhen it reaches aminimum remaining kinetic energy and deposits its energy
locally, which is useful to accelerate the calculation of the absorbed dose of low-range heavy particles
(Geant4-Collaboration 2021). The command used to set this energy value is
SetMinKineticEnergyInRegion.

In this work, kinetic energy cut-off valueswere defined for charged particles, to ensure local deposition of
their energy and reduce the computation time. The selected cut-off values were greater than themaximum
energy of the particles emitted by the radionuclide because the absorbed dosewas computed for thewhole
organ.However, if the absorbed dose should be determined on a smaller scale, such as a single voxel, the cut-off
value should be chosen by considering the voxel size and the particle range.Hence, lutetium-177 had a kinetic
energy cutoff for electrons set to 5MeV and the alpha cutoff for radio-223was defined as 12MeV. Thismeans
each charged particle emitted from these radionuclides will have its energy deposited locally.

2.4.3. Bremsstrahlung and ionization splitting
ThisVRT is used to increase photon production frombremsstrahlung and ionization processes, within a known
energy range, by amultiplier or splitting factorN. Theweight of each secondary particle is 1/N. This VRT can
improve the precision of absorbed dose calculationwithout compromising the computing time
(Geant4-Collaboration 2021). TheGATE commands for Bremsstrahlung and ionization splitting are
/process/em/setSecBiasingeBrem and/process/em/setSecBiasing eIoni, respectively.

The energy threshold value for the bremsstrahlung splittingmust be defined to ensure that all photons are
processed by this VRT. Thus, a 100MeV thresholdwas chosen since it is higher than any energy of photon
emissions enlisted in the ICRP 107. The splitting factor should be chosen to achieve the best computational
efficiency and the feasibility ofMonte Carlo dosimetry for clinical routine. For this task, four beta emission
simulationswith the liver as a source organwere performed, evaluating the computational efficiency of the
absorbed dose calculation in the kidneys (target organs) by varying the splitting factor (figure 2). The splitting
factor 1000 presented the highest computational efficiency, isotropically splitting the sampled bremsstrahlung
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photon into 1000 parts if its energy is below 100MeV. The same factorwas also applied to the ionization process,
which has aminor but non-negligible role in energy deposition.

2.4.4. TLE and seTLE
The track length estimator (TLE)method provides considerable variance reduction (Baldacci et al 2014). In this
technique, a photon emitted as a primary particle deposits energy in all voxels itfinds between the successive
interaction points. The deposited energy represents the expected value that would be observed if a large number
of identical primary photonswere transported along the same path, instead of deposition of energy only in
voxels contained in interaction points, as is the case in analogousMonteCarlo simulation. Secondary electrons
are not tracked using the TLE and their energy is deposited locally, assuming that all energy released into the
medium is absorbed by it. Therefore, thismethod considers the absorbed dose as approximately equal to the
collision kerma (kinetic energy released inmatter). TLEmethod can be used for primary photonswith energy
values up to 1MeV interactingwith tissues composed of elements with atomic numbersZ� 20 since the relative
difference between linear energy-absorption and energy-transfer coefficients is below 1% (Attix 2004). At higher
energies, an interaction of a photonwith a tissuemay create an electronwith enough energy to deposit energy at
a location away from the initial interaction position. For each step that occurs in the voxel i along the photon
path, the absorbed dose is expressed as (Smekens et al 2014)

D
E E m L

V

,
, 6i

en i i

i

TLE ( )
( )

m
r

=
´ ´

´

WhereDi
TLE is the dose deposited in voxel i of volumeV and density ρi,μen(E,mi) is the absorption coefficient for

photon energy E inmaterialmi, and Li is the step length of the photon in the voxel.
The split exponential track length estimator (seTLE)method combines three concepts to compute absorbed

dose:Monte Carlo splitting, hybrid navigation, and expTLE (Smekens et al 2014). Each primary photon splits
into n virtual particles at each interaction site, where n is the splittingmultiplicity and theweight factor is 1/n.
The primary photon is still tracked during simulation. The splitting procedure is applied for every newphoton
or change in energy/direction of an existing one. Each virtual particle is tracked using hybrid navigation, which
is the replacement of these photons by hybrid particles, called hybridinos.Hybridinos do not have associated
physical processes and therefore propagate the photons characteristics through any volume in a straight line.
Only these virtual particles are used to calculate the dose distribution. Finally, the absorbed dose is determined
using the expTLEmethod, which provides attenuation and energy absorption for each step. The photonweight
is updated at each step using the Beer–Lambert law:

w w E m Lexp , , 7i i i i
out in [ ( ) ] ( )m= ´ - ´

Wherewi
out andwi

in are the output and inputweights for each step of length Li inmaterialmi, and
E mexp , i[ ( )m- is the attenuation coefficient of thismaterial for photon energy E.

The absorbed dose in the current voxelDi
expTLE is calculated from the integration of the infinitesimal energy

deposited between positions r and r+ dr as (Smekens et al 2009, 2014):

Figure 2.Computational efficiency as a function of the bremsstrahlung splitting parameter in simulations of beta-minus emissions of
lutetium-177with the liver as a source and the kidneys as target organs.
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For simulationswith the seTLE actor, it is necessary to define three commands:enableHybridino,
setPrimaryMultiplicity, andsetSecondaryMultiplicity.

Simulation time becomes longer as the seTLE splittingmultiplier increases. Figure 3 shows the relationship
between the splittingmultiplier for primary particles and the computational efficiency for three simulations that
estimate the absorbed dose in the gall bladderwall from a lutetium-177 gamma source uniformly distributed in
the gall bladder contents. In this case, the splittingmultiplier 100 provides the best computational efficiency.

2.4.5. Primary particle generator
A radioactive source can be simulated using its nuclear decay data, comprising the number of particles per
nuclear transition.One of themethods used in this work is theG4RadioactiveDecay (Geant4-based
radioactive decay processes) class (Agostinelli et al 2003), which simulates the radionuclide decay through the
ion source type inGATE. Transitions, conversions, and emission probabilities are described using the evaluated
nuclear structure datafile (ENSDF) data (Bhat 1991). Anothermethod to define the energy spectrumof the
radioactive decay of a radionuclide is using theenergytypeUserSpectrum command and importing the
nuclear decay data through thesetSpectrumFile command. The particle energymay have a discrete value
or obey a continuous distribution, represented by histograms. The yield values (Yieldp) can be used tofit the
number of particles (Np) that will be simulated in each decay (Nd) of the radionuclide used as a source, according
to equation (10).

N N Yield 10p d p ( )= ´

The ICRP report 107 (Eckerman and Endo 2008) provides a nuclear decay database for dosimetric
calculations of 1252 radionuclides. This database can be used inGATE through theenergytype
UserSpectrum command. Each emission type is adjustedwith their respective yields to accurately simulate
the radionuclide decay. The ICRP 107 publication provides the files ICRP-07.NDX, ICRP-07.RAD, ICRP-07.
BET, ICRP-07.ACK and ICRP-07.NSF. The RADfile contains the discrete data on the energy and yield of each
emitted radiation in nuclear transformations for each radionuclide. The BETfile describes the beta spectrum for
each beta emitter in the ICRP 107 collection. The spectral data is tabulated in afixed logarithmic energy grid. For
each radionuclide, the header record provides the name of the nuclide and the number of data records that
contain the energyE (inMeV), and the number of electrons emitted by nuclear transformationwith energy
betweenE andE+ dE. TheNDX file serves as input to the RADandBETfiles. It contains the radionuclide
record fields that point to the radionuclide records in the RAD, BET, ACK, andNSFfiles. In addition to pointers,
the record contains fields that inform the nuclide’s physical half-life, decaymode, progeny identity (decay
chain), the fraction of the nuclear transformations that generate each progeny (called branching fraction), the
total energies emitted by alpha emissions, electrons and photons and other supporting data (Eckerman and
Endo 2008). TheACK (Auger andCoster-Kronig electrons) andNSF (neutrons emitted per spontaneousfission)

Figure 3.Computational efficiency as a function of the seTLEprimary particle splittingmultiplier in simulations of beta-minus
emissions of lutetium-177with the liver as a source and the kidneys as target organs.
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spectrafiles were not employed because they do not provide data for the selected radionuclides. However, Auger
emissionwas simulated using data from the RADfile.

Following the pattern and arrangement of the records in thefilesmentioned above, a programwas
developed in the Python programming language to process data from the ICRP 107files and generate a spectrum
file for any radiation emitted by the radionuclides in the collection, standardized for reading inGATE
simulations.

2.5. Computation efficiency
The computational efficiency (equation (11))was calculated to compare the results for each scenario using
VRTs:

T

1
, 11

2
 ( )

s
=

whereT is the computational processing time to run aMonte Carlo simulation andσ is the relative uncertainty
of themeasurement in question, i.e. the absorbed dose.

The computational efficiency values in the comparisons are shown in a relative way, where the reference
value is the computational efficiency of the simulations without theVRTs. The variables ò1, ò2, and ò3 are used to
differentiate the computational efficiencies between the simulations.

2.6. Reference data
TheOpenDose collaboration (Chauvin et al 2020)provides a database of S values on its website, calculated from
the average results of six differentMonte Carlo codes (MCNP, EGS, Penelope, Fluka, Geant4, andGATE), using
the voxelized anthropomorphicmodelsmade available by ICRP 110. These data will be comparedwith the
results of this work to validate the sources defined using themethods described in 2.4.5.

3. Results

Tables 1–5, present the results with uncertainties. All simulationswere performedwith 107 primary particles,
except by the results in table 2where 108 particles were employed.

Table 1 shows the computation efficiency ò for the S values obtainedwith andwithout the kinetic energy
cutoff VRT applied for the beta emission of lutetium-177 and the alpha emission of radium-223. The liver was
the source and target organ and no bias was noticed in the results of both scenarios. The uncertainty of each S

Table 1. S values with the liver as source and target organwith andwithout the kinetic energy cutoff VRT applied for the beta emission of
lutetium-177 and the alpha emission of radium-223.

Radionuclide Emin (MeV) S [mGy × (MBq × s)−1] ò

Lutetium-177 0 MeV (default) 1.31× 10–5 ± 1.04× 10–6 ò1
5 MeV 1.32× 10–5 ± 1.01× 10–6 7.9ò1

Radium-223 0 MeV (default) 2.47× 10–3 ± 1.66× 10–4 ò1
12 MeV 2.47× 10–3 ± 1.68× 10–4 7.4ò1

Table 2. S values for lutetium-177 beta-minus emissionwith the liver as a
source organ for different secondary particle production threshold values.

Cutoff limit VOI S [mGy × (MBq × s)−1] ò

0.1mm liver ← liver 1.31× 10–5 ± 3.03× 10–7 ò1
kidneys← liver 1.38× 10–7 ± 2.01× 10–8 ò2
GBW* ← GBC* 1.70× 10–5 ± 3.49× 10–7 ò3

2.0mm liver ← liver 1.31× 10–5 ± 3.03× 10–7 1.10ò1
kidneys← liver 1.39× 10–7 ± 2.03× 10–8 1.10ò2
GBW* ← GBC* 1.70× 10–5 ± 3.50× 10–7 1.09ò3

10.0mm liver ← liver 1.31× 10–5 ± 3.03× 10–7 1.15ò1
kidneys← liver 1.39× 10–7 ± 2.03× 10–8 1.14ò2
GBW* ← GBC* 1.70× 10–5 ± 3.49× 10–7 1.13ò3

50.0mm liver ← liver 1.31× 10–5 ± 3.03× 10–7 1.14ò1
kidneys← liver 1.39× 10–7 ± 2.03× 10–8 1.13ò2
GBW* ← GBC* 1.70× 10–5 ± 3.49× 10–7 1.10ò3

GBW (Gall BladderWall).GBC (Gall Bladder Content).
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value is about 7%of its respective value. The use of kinetic energy cutoff VRTprovided a computational
efficiency of 7.9 and 7.4 times larger for lutetium-177 and radium-223, respectively.

Table 2 describes the computation efficiency of a simulationwith 108 primary particles of lutetium-177 beta
emission by varying the secondary particle production thresholdwith values of 0.1, 2.0, 10.0, and 50.0 mm to
compute the S value.No biased results were noticed for the selected threshold values. The secondary particle
production thresholdwas set as 2.0 mmsince the computation efficiencywas practically constant for values
larger than this. The uncertainty of each S value varied from2% to 14%of its respective value.

Table 3 exhibits the S values for lutetium-177with the liver as source and target organs, where the emission
spectrawere defined by the ICRP 107 through theGATEUserSpectrum andusing the
G4RadioactiveDecay class. The lutetium-177 source simulation based on ICRP 107 showed an overall
computational efficiency of about 5 timeswhen compared to the use of theG4RadioactiveDecay class.
The uncertainty of each S value is about 7%of its respective value. No biased results were noticed for the selected
radionuclide decay database.

Table 4 shows the splitting techniques applied to the Bremsstrahlung and ionization electromagnetic
processes. No biases were noticed in the obtained S values for the selectedVRTs. For the same number of

Table 3. S values for lutetium-177with the liver as source and target
organs. Emission spectra were defined by ICRP 107 and
G4RadioactiveDecay.

Source approach S [mGy × (MBq × s)−1] ò

G4RadioactiveDecay 1.31× 10–5 ± 1.04× 10–6 ò1
ICRP 107 spectra 1.31× 10–5 ± 9.59× 10–7 5.00ò1

Table 4. S values for lutetium-177 beta-minus emissionwere determined using
Bremsstrahlung/ionization splittingwith gamma filter, i.e. only the absorbed dose from
photonswas computed.

Approach target ← source S [mGy × (MBq × s)−1] ò

N/A liver← liver 5.91× 10–9 ± 1.21× 10–10 ò1
kidneys ← liver 4.65× 10–10 ± 1.23× 10–10 ò2
GBW* ← GBC* 1.35× 10–5 ± 1.15× 10–6 ò3

e-Brem liver← liver 5.89× 10–9 ± 8.60× 10–11 1.07ò1
kidneys ← liver 4.32× 10–10 ± 1.40× 10–11 36.0ò2
GBW* ← GBC* 1.34× 10–5 ± 1.16× 10–6 0.54ò3

e-Ioni liver← liver 5.86× 10–9 ± 1.22× 10–10 0.50ò1
kidneys ← liver 4.02× 10–10 ± 8.40× 10–11 0.80ò2
GBW* ← GBC* 1.34× 10–5 ± 1.15× 10–6 0.79ò3

e-Brem and e-Ioni liver← liver 5.89× 10–9 ± 8.66× 10–11 1.08ò1
kidneys ← liver 4.39× 10–10 ± 1.40× 10–11 38.0ò2
GBW* ← GBC* 1.34× 10–5 ± 1.15× 10–6 0.54ò3

GBW (Gall BladderWall).GBC (Gall Bladder Content). e-Brem (electron Bremsstrah-

lung splitting). e-Ioni (electron Ionization splitting).

Table 5. S values for lutetium-177 gamma emissionwere determined using TLE
and seTLEVRTs.

Approach target ← source S [mGy × (MBq × s)−1] ò

N/A liver ← liver 4.77× 10–7 ± 3.10× 10–7 ò1
kidneys← liver 1.17× 10–7 ± 1.06× 10–7 ò2
GBW* ← GBC* 2.58× 10–6 ± 2.51× 10–7 ò3

TLE liver ← liver 4.83× 10–7 ± 5.12× 10–8 4.50ò1
kidneys← liver 1.18× 10–7 ± 2.83× 10–8 2.80ò2
GBW* ← GBC* 2.60× 10–6 ± 3.82× 10–8 29.40ò3

seTLE liver ← liver 4.82× 10–7 ± 4.22× 10–8 5.10ò1
kidneys← liver 1.15× 10–7 ± 1.84× 10–8 3.90ò2
GBW* ← GBC* 2.60× 10–6 ± 1.51× 10–8 62.50ò3

GBW (Gall BladderWall).GBC (Gall Bladder Content).

8

Phys.Med. Biol. 68 (2023) 115004 L PCordeiro et al



primary particles, the relative uncertainty of the S values reached almost 25%withoutVRTs. The uncertainty of
each S value varied from2% to 8%of its respective valuewhen using the splitting techniques.

The computational efficiency of the Bremsstrahlung splittingwas 1.07 times higherwith the liver as source and
target volume (ò1) and 36.0 timeshigherwith the kidneys as the target volume.However, itwas 0.54 times lower for
the configurationGBW←GBC. The solo use of ionization splitting showedno improvement in computational
efficiency.Overall, the combination of both splitting techniques provided thebest results, resulting in a
computational efficiency 1.08 times higherwith the liver as source and target volume (ò1) and 38.0 timeshigher
with the kidneys as the target volume, despite the 0.54 times lower for the configurationGBW←GBC.

Specifically for photon emissions, the TLE and seTLE techniques showed enhanced computational
efficiency, as seen in table 5.No biases were noticed in the obtained S values for the selected TLE and seTLE
VRTs. For the same number of primary particles, the relative uncertainty of the S values reached almost 100%
withoutVRTs andwas kept under 10%when using them.

Using the TLEmethod and comparing it with a simulationwithoutVRT, the computational efficiencywas
approximately 4.5 times higher with the liver as source and target volumes and reached 29.4 times higher in the
configurationGBW←GBC. Using the seTLEmethod, the computational efficiencywas even better since the
configurationGBW←GBC provided a computation efficiency of 62.5 higher thanwithout the use of theVRT.

To illustrate the capabilities of the employedVRTs in reducing processing time and, consequently,
computational cost, another studywas carried out: it consisted of two (relative uncertainty of the dose in the
kidneys vs simulation time) graphs for eight simulations executedwith lutetium-177 (figure 4) and another eight
with radium-223 (figure 5). The liverwas used as the source organ and the absorbed dose in the kidneys (organ

Figure 4.Relative uncertainty of the dose in the kidneys vs simulation time. comparison for lutetium-177 source in the liver (source
organ)with andwithoutVRTs.

Table 6. S values for lutetium-177, iodine-131, yttrium-90, and radium-223 in organs of interest were determined
with theVRTs studied in this work and theOpenDose collaboration (Chauvin et al 2020).

Radionuclide target ← source S (this work) S (OpenDose) Percent
mGy

MBq s
⎡
⎣

⎤
⎦´

mGy

MBq s
⎡
⎣

⎤
⎦´ error

liver← liver 1.32× 10–5 ± 4.69× 10–10 1.37× 10–5 ± 9.13× 10–10 3.65%

Lutetium-177 kidneys ← liver 1.31× 10–7 ± 1.57× 10–8 1.35× 10–7 ± 1.40× 10–8 2.96%

GBW* ← GBC* 1.72× 10–5 ± 2.63× 10–9 1.91× 10–5 ± 1.68× 10–8 9.95%

SG* ← SG* 3.65× 10–4 ± 4.40× 10–10 3.77× 10–4 ± 2.60× 10–8 3.18%

Iodine-131 lung ← thyroid 3.06× 10–5 ± 7.34× 10–11 3.17× 10–5 ± 3.32× 10–8 3.47%

SW← SC 1.28× 10–5 ± 2.18× 10–10 1.31× 10–5 ± 1.02× 10–8 2.29%

liver← liver 7.58× 10–5 ± 2.10× 10–10 7.93× 10–5 ± 3.67× 10–9 4.41%

Yttrium-90 kidneys ← liver 1.62× 10–7 ± 1.26× 10–8 1.82× 10–7 ± 1.37× 10–9 10.99%

lung← liver 6.36× 10–7 ± 2.63× 10–9 6.29× 10–7 ± 8.09× 10–10 1.11%

IW ← IC 2.45× 10–3 ± 2.02× 10–10 2.49× 10–3 ± 6.30× 10–9 1.61%

Radium-223 liver← liver 1.42× 10–2 ± 4.88× 10–10 1.44× 10–2 ± 4.60× 10–8 1.39%

kidneys ← liver 1.19× 10–2 ± 4.48× 10–10 1.20× 10–2 ± 9.49× 10–8 0.83%

GBW (Gall BladderWall).GBC (Gall Bladder Content). SG (SalivaryGland). SW (StomachWall). SC (Stomach

Content).IW (IntestineWall). IC (Intestine Content).
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target)was calculated for four different numbers of events (105, 106, 107, and 108). Due to the natural distance
between the liver and kidneys, only gamma-ray photonswere considered. Bremsstrahlung photons also
contribute to energy deposition, but to simplify this study, theywere not taken into account. The sources of
gamma emission from the decay of lutetium-177 and radium-223were implemented through the energy
emission spectra created from ICRP 107 data. Thus, eight simulationswere performedwithout any variance
reduction technique and another eight with the techniques secondary particle production limit and the seTLE
actor, with this set being the best combination found for photon emissions. The threshold for producing
secondary particles was set to 2.0 mmand the inputs for the seTLE actorwere set with the commands
enableHybridino false, setPrimaryMultiplicity 100, and setSecondaryMultiplicity 1. Using regression, the trend
curve formulas were obtained and evaluated to calculate the simulation timewith relative uncertainty at 10%
(Karimipourfard et al 2022). Simulations with andwithoutVRTswere performed at 6.1 min and 1176.0 min
respectively for the lutetium-177 source, and 5.4 min and 7700.0 min respectively for the radium-223 source.

In table 6, the obtained S values were comparedwith theOpenDose database. Simulationswere performed
with secondary particle production threshold and source definition based on ICRP 107 energy spectra database.
The adopted approach does not bias the results.

Themaximumpercent error perceivedwas 10.99%and the lowest was 0.83%.

4.Discussion

Kinetic energy cutoffmust be carefully chosen to estimate the absorbed dose in organs that receive cross-
irradiation, as it could generate biased results when charged particles deposit all their energy locally when
reaching the determined threshold value. For estimating absorbed dose from self-irradiating organs, where
short-range charged particles are known to be protagonists in the energy deposition for a given radionuclide,
setting a cutoff value for kinetic energy in simulations can drastically improve computational efficiency and at
leastmaintain statistical quality. In fact, charged particles with high LET (e.g. alpha) are good candidates for the
kinetic energy cutoff. On the other hand, using this VRT to estimate the absorbed dose by cross-irradiation can
bias the result caused by the interruption of the secondary particle productionwhen reaching the cut-off limit.
Therefore, the energy fraction converted to bremsstrahlung should be determined to understand if its
contribution is negligible or not to the absorbed dose in cross-irradiated organs.

The use of a spectrum-based source, such as those recorded in ICRP 107, can significantly increase
computational efficiency andmaintain similar statistics on the estimated absorbed dose in self-irradiating (or
source) organswhen compared to theG4RadioactiveDecay approach. In this case, other VRTs, such as the
Bremsstrahlung/ionization splitting, can also be used to improve computational efficiency in regions that are
affected by gamma emission but also receive a relevant contribution from radiation produced by
Bremsstrahlung/ionization electromagnetic processes.

In dosimetric studies of sources with charged particle emissions (alpha and electrons), the techniques of
kinetic energy cutoff, Bremsstrahlung, and ionization splitting showed a significant gain in computational

Figure 5.Relative uncertainty of the dose in the kidneys vs simulation time. comparison for radium-223 source in the liver (source
organ)with andwithoutVRTs.
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efficiency. Is not possible to apply Bremsstrahlung/Ionization splitting togetherwith TLE and seTLE techniques
since the last twomethods do not produce secondary charged particles and transport only photons.

Furthermore, for photon emission, essentially gamma-rays and x-rays, TLE and seTLE showed a significant
increase in computational efficiency, with seTLE being the best among them.

The secondary particle production threshold techniquewas effective in all emissions, being responsible for
preventing the tracking of particles with energies that are negligible for the absorbed dose calculations
performed in this study.

The definition of sources using the set of energy emission spectra obtained from ICRP 107 enabled the
simulation of each type of specific radionuclide emission separately and thus allowed the application of VRTs
properly for each situation, as well as could reduce the computation time by using computing parallelism in
GATE. TheG4RadioactiveDecay could also take advantage of computing parallelism at the run level since
theGeant4-nativemulti-threading for event level parallelism is not currently supported inGATE.

The obtained percent errors are due to the fact that theOpenDose S values are the average of the results from
simulationswith six differentMonte Carlo codes (Chauvin et al 2020).

The highlight of this workwas the comparison of gamma-ray simulations from radionuclides lutetium-177
and radium-223 in the liver (source organ) to calculate the absorbed dose in the kidneys (target organ): the use of
VRTs reduced the simulation time by a factor of 193 and 1426, respectively, when compared to simulations
withoutVRTs, with a relative uncertainty of 10% (Karimipourfard et al 2022).

5. Conclusion

GATEVRTswere combined and implemented to compute the internal absorbed dose for radionuclides
commonly used inNuclearMedicine. TheVRTs increased considerably the computational efficiency,
maintaining or improving the statistical quality of the absorbed dose calculations in source and target volumes.

The improvements inthe computational efficiencywith the use of theVRTswere clearly verifiedwhen
calculating the absorbed dose contribution fromBremsstrahlung photons, gamma emissions, and charged
particles such as electron and alpha.However, it is important to have a good understanding of the processes that
govern the interactions of radiationwithmatter to achieve the best computational efficiencywithout biasing the
results. Therefore, the results of this work support the implementation of dosimetric calculations usingMonte
Carlo simulations in a feasible time, as low as a fewminutes, to be employed in the clinical routine andweb-
based software.

Absorbed dose calculation can also be acceleratedwith computing parallelism, through the use ofGPU,
clusters, or FPGA.
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