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Abstract—A time efficient optical model is proposed for GATE
simulation of a LYSO scintillation matrix coupled to a photomulti-
plier. The purpose is to avoid the excessively long computation time
when activating the optical processes in GATE. The usefulness of
the model is demonstrated by comparing the simulated and exper-
imental energy spectra obtained with the dual planar head equip-
ment for dosimetry with a positron emission tomograph (DoPET).
The procedure to apply the model is divided in two steps. Firstly, a
simplified simulation of a single crystal element of DoPET is used
to fit an analytic function that models the optical attenuation in-
side the crystal. In a second step, the model is employed to calcu-
late the influence of this attenuation in the energy registered by the
tomograph. The use of the proposed optical model is around three
orders of magnitude faster than a GATE simulation with optical
processes enabled. A good agreement was found between the ex-
perimental and simulated data using the optical model. The results
indicate that optical interactions inside the crystal elements play an
important role on the energy resolution and induce a considerable
degradation of the spectra information acquired by DoPET. Fi-
nally, the same approach employed by the proposed optical model
could be useful to simulate a scintillation matrix coupled to a pho-
tomultiplier using single or dual readout scheme.

Index Terms—Monte Carlo methods, optical signal detection,
positron emission tomography, scintillation detectors.

I. INTRODUCTION

M ONTE CARLO simulation is a very useful tool for
the assessment of the performance of medical imaging

devices in emission tomography, for the optimization of
acquisition protocols, and for the development of image re-
construction algorithms and correction techniques [1]. The
GATE (Geant4 Application for Emission Tomography) [2]
simulation code, which is based on Geant4 toolkit [3], is widely
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used for those tasks [4]–[6]. GATE features description of
time-dependent processes, acquisition and signal processing
stage for a complete system simulation. However, activating
optical processes in GATE makes the simulation about three
orders of magnitude slower [7], becoming highly time con-
suming. The aim of this work is to propose a time efficient
optical model for GATE simulation of a LYSO scintillation
matrix coupled to a photomultiplier (PMT), as used in several
PET applications [8]–[10]. The optical model describes the
light attenuation inside the crystal, which depends on the DOI
(Depth Of Interaction), and its posterior collection by the PMT.
The usefulness of themodel is demonstrated by comparing the

simulatedandexperimental energyspectraobtainedwith thedual
planar head equipment for dosimetry with a positron emission
tomograph (DoPET) [11]. DoPET features a channel-to-energy
calibration procedure that uses as energy reference the 511 keV
peak from a source and also considers that the number of
collected optical photons by the PMT is proportional to the de-
posited gamma energy. The light attenuation inside the crystal,
which depends on the position of the interaction of the gamma
rays and occurs during the light transport before being collected
by the PMT, deteriorates asymmetrically the energy resolution
of the detector and cannot be corrected for absolute calibration
purposes because of the single side PMT readout scheme.
An evident example of the blurring of the energy resolution

of DoPET is the energy spectrum, acquired in single mode, of
the intrinsic radioactivity present in LYSO crystal. The
abundance of in the lutetium is about 2.6% and it has a
half-life of . Consequently, the background
count rate registered over an acquisition in single mode is ap-
proximately 240 [12]. According to the decay
scheme (Fig. 1), the expected maximum energy value in the
measured spectrum is around 1.2 MeV. However, DoPET cali-
bration and position dependence of the light attenuation inside
the crystal make DoPET register this maximum energy value in
a range between 1.2 and 1.8 MeV (Fig. 2).
Thus, the transport of optical photons was included in our

simulation with the purpose to reproduce the measured results.
The proposed optical model was used in order to avoid the ex-
cessively long computation time from GATE optical processes.

II. MATERIAL AND METHODS

A. DoPET Design
DoPET (Fig. 3) consists of two planar heads, each one

composed of one array of 21 21 optically isolated LYSO
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Fig. 1. decay scheme to [13]. In 99.66% of the cases,
decays into by beta-emission with a maximum energy of 597.18 keV,
followed by a cascade of gamma photons with energies of 307, 202 and 88 keV.

Fig. 2. Spectrum of the intrinsic radioactivity measured by the DoPET
detector matrix. The energy scale was calibrated linearly using the 511 keV
photopeak.

( , ) crystal elements from Hilger
Crystals Ltd (UK), a Hamamatsu H8500C flat panel photomul-
tiplier (PMT) and associated electronics for signal amplification
and digitization.
Each LYSO element is with both

end faces polished. The remaining four sides did not receive
any surface treatment, left unpolished as they were mechani-
cally cut. Each array is constructed using white epoxy as the
reflector material with 0.15 mm of separator thickness. One of
the faces is covered by three layers of a 0.08 mm thick PTFE
reflector tape (Saint Gobain BC-642) and the other face is op-
tically coupled to a photomultiplier (PMT) using a mounting
media (Cargille Meltmount 1.582). The H8500C PMT has an
active area of , 8 8 channels multi-anode,
bialkali photo-cathode and borosilicate window. The number of
acquired signals is reduced from 64 to 4 signals per head by
means of a multiplexed read-out [14].

B. Proposed Optical Model Overview

The procedure to apply the model is divided in two steps.
Firstly, a simplified simulation of a single crystal element of
DoPET is used to obtain the optical attenuation as a function of
the distance between the point where the light emission occurs
and the PMT. The results of this simulation is used to fit an
analytic function that models the light attenuation. In a second
step, the model is employed to calculate the influence of this
attenuation in the energy registered by the tomograph. All the

Fig. 3. Photo of the DoPET apparatus at the end of the proton beam line and a
schematic view of DoPET. The two planar detector heads and the plastic cylin-
drical phantom are held by an alluminum-alloy support. The equipment is po-
sitioned on a plane which is aligned with respect to the beam direction. Protons
impinge on one base of the cylindrical phantom [11].

simulations were performed using GATE version 4.0.0, which
is based on Geant4 version 9.1.p02.
The following analytical function was employed to fit the

number of optical photons “ ” collected by the PMT after
the total energy deposition of a 511 keV annihilation gama ray
at a distance “z” from the PMT window:

(1)

where there are four adjusted parameters represented by “A”,
“B”, “ ” and “ ”. This function models the combination of
all physical processes involved in the light attenuation through
the scintillator slab and its posterior collection by the PMT.
The input data are the mean values of the number of detected

optical photons for a set of distances z. This set varies from 0.5
mm to 17.5 mm by 1mm steps. They are obtained from a simpli-
fied simulation with the optical processes activated, which con-
sists of 511 keV gamma rays interacting and depositing all their
energy at the center of a single crystal element along its longitu-
dinal axis. Simulations of 511 keV gamma rays interacting out
of the center of the crystal presented results that are statistically
equivalent to those at the center of the crystal. The simulation
is illustrated in Fig. 4, which also shows the relevant materials
and their optical couplings. The single crystal is located at the
center of the PMT. Since the PMT area is larger than the matrix
area, the difference of light collection between a crystal located
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Fig. 4. Simplified scheme of the simulated optical layers, volumes and mate-
rials used in GATE.

at the edge of the PMT and at the center of the PMT was con-
sidered negligible.
If the crystal is linear in respect with the light yield, it is pos-

sible to use (1) to obtain the number of optical photons collected
by the PMT for any value of deposited energy inside the crystal
according to the DOI.
Thus, the complete simulation for the DoPET detector was

performed using all the relevant interactions, except the time
consuming optical processes, and (1) was applied on (2) to de-
termine the registered energy by the detector:

(2)

where the energy value —originated from the “Hits” data
output—is the deposited energy inside the crystal for each event
and is the number of optical photons corresponding to
the 511 keV peak used in the energy calibration.
The probability of encountering a 511 keV gamma at a certain

depth z into the crystal is given by [15]:

(3)

where is the attenuation coefficient of LYSO for 511 keV.
From (3), the energy deposition of the 511 keV photons occurs
with the highest probability in the frontal region of each crystal
element, which is furthest away from the PMT. Thus, for cal-
ibration purposes, it was assumed that corresponds to
the position at the front of the crystal.
1) Simplified Simulation Aspects: Optical Processes Active:

To find the fitting parameters of (1), a simulation with the fol-
lowing simplifications was used. With respect to the physical
processes involving gamma interactions, only the photoelectric
effect from the Standard physical model was activated in GATE,
while Compton and Rayleigh scattering remained inactive. The
electron cut is given in range and it was set to 30 cm to avoid sec-
ondary electron production. This valuemeans that the secondary
electron would be generated only when its range is greater than
30 cm. Thus, for each interaction occurring inside the crystal
all the gamma energy is deposited at once in a specific region,
where the optical photons are generated.
While scintillation is responsible for the optical photon pro-

duction, the physical processes concerning optical photon in-
teractions are optical absorption, optical Rayleigh scattering, as
well as refraction and reflection on the surfaces. These processes
require the definition of some specific material properties.
LYSO properties comprise light yield (32 photons/keV), time

decay constant (41 ns) and emission peak wavelength (420 nm),

TABLE I
INDEX OF REFRACTION OF LYSO CRYSTAL [17]

TABLE II
PROPERTIES FOR LYSO-PTFE AND LYSO-EPOXY SURFACES

as provided by the manufacturer. Absorption length
and Rayleigh scattering length were

constrained to a total attenuation length from
[16] and the relation:

(4)

where for LYSO [16].
The index of refraction was set as a function of the optical

photon wavelength [17], as can be seen in Table I.
White epoxy, PTFE tape, mounting media and borosilicate

window were assumed to have an index of refraction of 1.53,
1.34, 1.582 and 1.51, respectively.
It is known that self-absorption is usually not a significant

loss mechanism [15]. However, refraction and reflection on
the surfaces play an important role in the present simulations.
Geant4 provides two implementations of optical boundary
process: GLISUR and UNIFIED models [18], [19], but only
the UNIFIED model can be used under the GATE framework.
Thus, the “GateSurface” class was changed to permit also
the use of the GLISUR optical model, which was chosen to
simulate a dielectric_metal surface using the complex index of
refraction of a metal, like the bialkali photo-cathode of a PMT.
Table II shows the properties adopted for the surface between

LYSO crystal and epoxy layer and the surface between LYSO
crystal and PTFE tape.
In the UNIFIEDmodel, a ground surface is formed by micro-

facets whereas each one has a normal vector which deviates
from the mean normal by an angle (Fig. 5). Thus, the rough-
ness of this surface is defined by , which is the standard de-
viation of the Gaussian distribution of angles .

is the index of refraction of the reflective coat. The
probability of occurring the various reflection mechanisms pro-
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Fig. 5. Micro-facets in a ground surface, according to the UNIFIED model.

TABLE III
COMPLEX INDEX OF REFRACTION OF PMT’S PHOTO-CATHODE [21]

TABLE IV
QUANTUM EFFICIENCY OF PMT H8500 [22]

vided by the UNIFIEDmodel are defined by four constants.
stands for specular lobe constant and represents the probability
of specular reflection about the normal of a micro facet.
means specular spike constant and represents the specular re-
flection probability about the average surface normal. is the
back scatter constant which sets the probability of backward re-
flection and has more influence on very rough surfaces. The dif-
fuse lobe constant represents the probability of internal
Lambertian reflection. The sum of the four constants must be
one and the diffuse lobe constant is defined implicitly through
the relation .
As it was impossible to obtain experimentally, because we

received the crystal arrays already mounted in the epoxy resin,
we assumed that a smooth surface has [20]. For a
saw-cut surface we used the value that best matches our results

.
The surface type dielectric_metal and finish polished from

the GLISURmodel were employed in the surface between PMT
window and its photo-cathode, which has a complex index of re-
fraction [21] and quantum efficiency [22] with values described
in Tables III and IV, respectively.

Fig. 6. Mean number of optical photons detected by the PMT according to the
position of the deposited gamma energy inside a single crystal.

Moreover, all other surfaces were assumed to have properties
commonly used in a dielectric/dielectric smooth surface: UNI-
FIEDmodel, ground finish, and specular lobe
constant 1.
2) Complete Simulation Aspects: Applying the Optical

Model: The selected physical processes for the complete
DoPET simulation were photoelectric effect and Compton and
Rayleigh scattering from the Low Energy physical model. The
optical model presented in the previous section was employed
instead of activating the optical processes simulation. Cur-
rently, the readout module of GATE determine the position
of the gamma interaction in the crystal matrix as being the
position of the crystal where the highest energy was deposited.
Thus, the “GateReadout” class was modified to calculate the
position of the gamma interaction based on a PMT using the
Anger logic configuration. The energy resolution at 511 keV
was set to 15.4% (FWHM) as measured experimentally and a
coincidence window of 10 ns was used. Finally, the distance
between the two detector heads was kept at 14 cm.
We performed simulations with and without the use of the

optical model to compare them with the experimental results
from DoPET. The comparisons were done for acquisitions in
single and coincidence modes. The particle-emitting isotopes
were simulated using the General Particle Source (GPS) module
[23] provided by Geant4. One simulation consisted of an acqui-
sition of the intrinsic radioactivity present in the LYSO
crystal and was performed by filling the crystal volume with an
uniform distribution of . The other simulation took into
consideration the same LYSO background activity together with
a point-like source defined as a sphere with 0.5 mm of ra-
dius and placed at the center of the field of view of DoPET.

III. RESULTS

Fig. 6 shows the relation between the mean number of op-
tical photons detected by the PMT and the position of the de-
posited gamma energy inside a single crystal, calculated with
the methodology described in Section II-B. The fitted function
(1) has the following parameters: ,

, , . The light collec-
tion at the PMT decreases with the distance of the interaction
point to the PMT. At the extremity of the crystal its value falls
to less than half of the intensity calculated at the nearest point
from the PMT.
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Fig. 7. Comparison of the simulated DoPET spectra without (a) and with (b)
the use of the optical model, with the measured spectrum of the LYSO crystal
intrinsic radioactivity acquired in single mode.

The number of optical photons at the extremity of the crystal
element (18 mm) is the one associated with the 511 keV peak

, as explained in the Section II-B.
Fig. 7 and Fig. 8 show the simulated and measured spectra of

the whole DoPET system acquisition of LYSO intrinsic radioac-
tivity taken in single and coincidencemodes, respectively. Since
the density of inside the crystal can be calculated using
the density of natural Lu present in the LYSO crystal, the inten-
sities are presented as absolute values and are given in counts/s.
Fig. 7 shows the measured and simulated spectra of LYSO

intrinsic radioactivity acquired in single mode. The simulated
spectrum that uses the optical model (Fig. 7(b)) presents a much
better agreement with the measured spectrum. The 88 keV peak
is suppressed in the measured spectrum due to threshold settings
applied in the associated electronics to avoid electronic noise.
The other differences between both simulated spectra show that
the degradation of the energy resolution in the measured spec-
trum is due to the optical photon attenuation along the crystal
together with DoPET linear energy calibration. This effect is
noticeable at the 202 and 307 keV peaks and in the long tail
formed in the high energy part of the spectrum. DoPET uses the
511 keV peak as energy reference for linear calibration and this
peak is associated with an energy deposition at the front of the
crystal. This means that DoPET will register a higher energy
value when an energy deposition occurs near the PMT, because
the optical photons collected by the PMT will not be attenuated
as much as an energy deposition further away the PMT. Thus,
the same deposited energy will be registered as different values,
and, for DoPET case, the difference between these values is not
negligible.

Fig. 8. Comparison of the simulated DoPET spectra without (a) and with (b)
the use of the optical model, with the measured spectrum of the LYSO crystal
intrinsic radioactivity acquired in coincidence mode.

TABLE V
COUNT RATES OBTAINED WITH SIMULATED AND MEASURED RESULTS OF THE

LYSO CRYSTAL INTRINSIC RADIOACTIVITY

Fig. 8 exhibits the measured and simulated spectra of LYSO
intrinsic radioactivity acquired in coincidence mode. The coin-
cidence events occur due to the detection of the emitted electron
in one of the heads and the detection of at least one the subse-
quent gamma photons in the other head. With the exception of
the suppressed peak of 88 keV, all the other peaks are present.
Concerning the intensity of the peaks, the 307 keV peak of the
simulated spectrum without optical model (Fig. 8(a)) is higher
than the measured one. The agreement is much better with the
inclusion of the optical model (Fig. 8(b)).
The count rates obtained for the full spectra are also in a good

agreement, as can be seen in Table V. The count rates values rep-
resent only the background noise. Dead time and pile up losses
are negligible in this situation of data acquisition at low count
rates.
The measured and simulated spectra of a point-like

source at the center of the field of view and acquired in single
mode are shown in Fig. 9. In this situation, the activity value of
the source used in the experiment is not precise, presenting
a uncertainty of 30%. Therefore, the spectra is normalized by the
area and the intensity, given in counts/s, is arbitrary. The LYSO
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Fig. 9. Comparison of the simulated DoPET spectra without (a) and with (b)
the use of the optical model, with the measured spectrum of a point-like
source located in the center of the field of view acquired in single mode. The
LYSO crystal intrinsic radioactivity is also considered in the spectra.

crystal intrinsic radioactivity is also considered in the
spectra.
A good agreement was obtained using the optical model (Fig.

9(b)) to describe the long tail beginning at 511 keV. However,
the 1275 keV peak from the source appears in a shifted po-
sition that it is not very well described in the present simulation
results. The scattering part of the spectra between the energies
150–400 keV are also presented in a slightly different position.
These differences can be associated with the LYSO non-propor-
tionality of the light yield [24] or even with an electronic gain
calibration, which were not considered in this simulation.
Fig. 10 exhibits the measured and simulated spectra, acquired

in coincidence mode, of a point-like source located in the
center of the field of view (FOV) of DoPET. The LYSO crystal
intrinsic radioactivity is also considered in the spectra.
The spectra were obtained with a low energy cut at 150 keV.
Again, the simulated spectrum with the proposed optical model
(Fig. 10(b)) has a much better agreement with the experimental
spectrum. The long tail present at the end of the experimental
spectrum is reproduced when taking into consideration optical
interactions in the scintillator.
Due to this long tail, the upper energy threshold of DoPET

was previously set to 850 keV, instead of the commonly used
values (600 or 650 keV). From the data shown in Fig. 10, it was
determined that, even when the upper energy threshold is set at
850 keV, around 10% of the coincidence events is not registered
by DoPET.
The use of the proposed optical model was shown to require

much less computation time when compared to a DoPET sim-
ulation with GATE optical processes enabled. As an example

Fig. 10. Comparison of the simulated DoPET spectra without (a) and with (b)
the use of the optical model, with the measured spectrum of a point-
like source located in the center of the field of view acquired in coincidence
mode. The LYSO crystal intrinsic radioactivity is also considered in
the spectra.

of the usefulness of the optical model with an AMD Sempron
1.6 GHz based CPU, a DoPET simulation of a point-like
source in the center of the field of view using the optical model
needed around 7 hours of computation time. Performing a short
DoPET simulation with GATE optical processes enabled and
extrapolating the obtained time processing to a simulation with
the same number of events of the example, we estimated that a
DoPET simulation using GATE optical processes would require
aproximately 10000 hours of time processing, being about 1400
times slower.

IV. DISCUSSION AND CONCLUSION
A time efficient optical model was proposed for GATE sim-

ulation of a LYSO scintillation matrix coupled to a PMT to pre-
dict the energy spectra and to avoid an excessively long com-
putation time when activating the optical processes in GATE.
The use of the proposed optical model was shown to be around
three orders of magnitude faster than a DoPET simulation with
GATE optical processes enabled.
The dual planar head DoPET was simulated using GATE and

this optical model to compare experimental and simulated en-
ergy spectra as well as to demonstrate the usefulness of the
model.
Simulations without and with modeling of the optical photon

attenuation along each LYSO crystal element were performed.
A very good agreement was found between experimental and
simulated data with the inclusion of the proposed optical model.
The results indicate that optical interactions inside the crystal
elements play an important role on the energy resolution and
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induce a considerable degradation of the spectra information
acquired by DoPET.
The calibration procedure adopted by DoPET is appropriate

for its clinical applications, but it does not take into considera-
tion the non-linear detector response noticed in Fig. 9.
Moreover, it was determined that, even when the upper en-

ergy threshold is set at 850 keV, around 10% of the coincidence
events is not registered by DoPET. Thus, it is possible to im-
prove the system detection efficiency by increasing the upper
energy threshold.
Finally, the same approach employed by the proposed optical

model could be useful to simulate a scintillation matrix coupled
to a PMT, as commonly employed in PET/SPECT detectors,
using single [8], [26] or dual readout scheme [27], [28].
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