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## ABSTRACT

# THE FINITE ELEMENT RESPONSE MATRIX METHOD FOR COARSE MESH REACTOR ANALYSIS 

by<br>Horacio Nakata

Chairman: William R. Martin


#### Abstract

A new technique is developed with an alternative formulation of the response matrix method implemented with the finite element scheme. As in standard response matrix methods, the reactor core is partitioned into several coarse meshes and the global solution is obtaired imposing continuity of partial currents across the boundaries of the coarse meshes.


The finite element method, with quadratic Serendipity elements, is applied in the local calculations(for each coarse mesh). The weak form of the inhomogeneous diffusion equation is then solved for prescribed partial currents on the boundary. The local calculation result.s are used to generate the response matrices which are then used in the global solution for the partial currents and fluxes. The partial currents and fluxes in the global calculations are independently expanded in quadratic or cubic Serendi-
pity finite element basis functions. The equations for the global expansion coefficients are solved using Gauss-Seidel iterations until a converged partial current distribution is obtained.

The response matrix method in the present formulation includes response matrices due to both incoming partial currents and sources (inscatter+fission), thus decoupling the response matrix generation from the neutron multiplication factor.

To evaluate the performance of the finite element coarse mesh method the assembly averaged power distribution and detailed neutron flux distribution for two difficult and realistic problems, the 2D-IAEA benchmark problem (zoneloaded PWR) and a Biblis benchmark problem with checkerboard loading, have been obtained. The results indicate that the proposed method yields satisfatory accuracies with relatively large coarse mesh size. Furthermore, the use of the finite element method for the response matrix generation allows the consideration of different geometries( such as triangular geometry for fast reactors), the treatment of spatially dependent cross sections for burn-up calculations, and the treatment of local heterogeneities. Finally, the use of separate matrices for currents and sources eliminates the expensive regeneration of the response matrices for eigenvalue problems and has allowed conventional solution techniques for multigroup problems.
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## CHAPTER I

INTRODUCTION

The development of the nuclear industry during the past few decades has been accompanied with steadily increasing economic restrictions and safety requirements. These constraints place demands on nuclear analysts because one needs to know the neutron flux distribution within the reactor in order to perform the various safety and economic analyses. And in order to keep pace with these demands they have strived to improve the accuracy and computational efficiency of calculational methods for determining the neutron flux distribution in a reactor.

As the complexity and size of power reactors increase the well-known and reliable techniques become less practical to be used on a routine basis for neutronic analyses, whether used as part of an economic analysis to optimize a fuel management scheme or to determine detailed fuel pin power profiles for a safety analysis. Thus there is a need for more efficient yet sufficiently accurate techniques to substitute for the reliable but expensive fine
 the neutron flux distribution in the reactor core. Consequently, researchin the area of neutronics methods
development has been an active area for many years and will continue to be an active area for many years.

The simplicity of the finite difference equations and the relative efficiency of the well-known methods ${ }^{(2-4)}$ to solve the associated linear algebraic equations have been the major advantages of the fine mesh finite difference method. In addition, detailed pin power distributions which agree very well with measured power profiles can be obtained because the mesh size is comparable to the fuel pin pitch. The spatial dependence of the neutron flux is approximated by a low-order Taylor series and the solution is obtained imposing neutron balance in the fine-mesh subject to interface continuity and external boundary conditions. However, since it is a low order approximation the computational time necessary to obtain the solution tends to become excessively long for mesh spacing typically used in a global (e.g., l/4 core or full core) fine mesh calculation.

Thus fine mesh calculations are impractical for routine two-dimensional global calculations and out of the question for three-dimensional global calculations, and emphasis has been placed on developing computational methods to be used on a relatively coarse mesh, on the order of several diffusion lengths, compared to fine mesh. These methods are appropriately termed coarse mesh methods, and they cover a wide range of approximations, ranging from
empirical parameter fittings to sophisticated higher order finite element methods. In the past decade a number of coarse mesh methods have been developed and due to the lack of an unifying analysis of the existing methods, precise and unambiguous classification of these methods becomes difficult. But in the next section an attempt is made to define representative broad categories in which most of the present coarse mesh methods may be included.
1.1. Coarse Mesh Methods

Basically the coarse mesh methods which have been developed or are still under development can be divided in four broad groups: ${ }^{(5)}$ coarse mesh finite difference methods, flux synthesis methods, nodal methods, and response matrix methods. But some of the recent coarse mesh methods defy precise characterization because they combine some ideas of these basic methods, e.g., nodal collision probability methods, coarse mesh synthesis method, nodal expansion method, coarse mesh expansion method, nodal Green's function method, etc: But the broad common goal of all these coarse mesh methods has been to satisfy the accuracy requirements for reactor design calculations, usually quoted as a few tenths of a percent for the neutron multiplication factor and within a few percent for the local power distribution, while avoiding the excessive computational expense characteristic of fine mesh methods.

The coarse mesh finite difference method ${ }^{(6)}$ is based on the fine mesh finite difference scheme, but the number of unknowns is reduced by using a coarse mesh with appropriate parameter corrections. The parameter corrections have been obtained by a wide range of techniques: empirical fittings; analytical calculations and finite difference solutions. Higher order approximations for the neutron flux expansion inside the coarse meshes have also been considered. $(7,8)$

Flux synthesis methods, either single- or multichannel ${ }^{(9-12)}$, have been developed in the attempt to reduce the computational time and still retain satisfactory accuracy. The procedure is to relax the spatial discretization in the direction parallel to the fuel elements, taking advantage of the fact that the flux is relatively smooth in this direction due to the lack of spatial heterogeneities. The spatial distribution of the neutron flux in the reactor is obtained by expanding the unknown solution in terms of a few local solutions of twodimensional finite difference equations, where the expansion coefficients are determined by a variational principle.

Closely related to the coarse mesh finite difference methods are the nodal methods. $(6,13-18)$ The basic derivation of nodal methods is based on the concept of neutron balance, which is formulated in terms of integral quantities such as average neutron flux and average current.

Different approaches are used in order to determine the relationship between the neutron flux in the node and neutron current on its faces. Early methods ${ }^{(6)}$ were limited by the assumption of constant nodal fluxes, but later improvements have considered spatial dependence inside the nodes. (13-18) In particular, the nodal expansion method ${ }^{(19)}$ and the nodal Green's function method ${ }^{(20)}$ assume $x-y-z$ separability of the flux distribution ${ }^{(15)}$ ) in the nodes and the nodal coupling coefficients are calculated by combining several one-dimensional calculations. The combining coefficients are determined by weighted residual techniques and continuity conditions. The coupling between directions is taken into account by expanding the transversal leakage in quadratic polynomials with coefficients dependent on the average transverse leakage in adjacent nodes.

The primary results computed in nodal methods are average fluxes and average currents for the nodes. However, higher order interpolation schemes ${ }^{(14)}$ have been developed to obtain the detailed spatial distribution of the flux inside the nodes from the information contained in the average quantities.

The finite element method $(21,22)$ widely used in structural analysis has been applied to reactor analysis. (23-31) since high order approximations can easily be incorporated, the element volume can be relatively large,
resulting in a reduction of the number of unknowns. The flux is expanded in piecewise polynomials within each element and the system of equations to be solved for the expansion coefficients is obtained by an appropriate variational principle or integral law formulation. The flexibility in the choice of the finite element basis functions allows the method to be applied to quite irregular geometries including local mesh refinement within a large homogeneous region. Furthermore the theoretical foundations of the finite element method are well established ${ }^{(21,27)}$ and definite analytic error bounds can be predicted for most applications of interest. And since the polynomials are defined in a piecewise fashion, continuity or jump.conditions may be readily incorporated at the interfaces between regions.

However, there are also some disadvantages with the finite element method. The irregularity of non-zero elements in the coefficient matrix may result in complicated storage and addressing schemes. For large problems the direct inversion may not be economical (18) and iterative techniques may have to be used. Eigenvalue problems can be solved by the power method but some of the acceleration schemes regularly used in finite difference methods to accelerate outer iterations (3,4) may not represent real advantages for finite element methods. ${ }^{(29)}$

The response matrix method can be considered a particular class of nodal methods. Basically the procedure is to divide the reactor into several coarse meshes within which explicit solutions for the neutron flux distribution for a given incident current distribution is obtained. The neutron flux distribution can then be used to determine the response functions (e.g.r outgoing current distributions) for these small domains. Thus the net result is a "response matrix" corresponding to the change in the outgoing current (the response) due to a change in the input current. It is expected to save in the global time by solving the reactor equation over several small domains rather than solving the problem at once over the entire domain. For reactors with only a few types of fuel elemments the response matrix method can yield significant savings in computational time.

The response matrix method has evolved from the original study of reflection and transmission of light through a pile of plates by G. G. Stokes ${ }^{(32)}$ in 1862 , and subsequent applications of response functionswere made in several fields. (33) The neutron transport equation was treated by a similar principle known as the principle of invariant imbedding ${ }^{(34)}$, which quickly led to several additional studies ${ }^{(35-44)}$ in this area.

In the early stages of development ${ }^{(36)}$ the response matrix was generated by analytical solutions of the diffusion equations. However the application of the response matrix method to lattice calculations necessitated the use of more elaborate transport methods for determining the response matrix, such as collision probability : च methods $(37,40-42)$, Monte Carlo method $(38,40)$ or discrete ordinates methods. ${ }^{(39)}$ The generation of response functions by experiment has also been suggested. ${ }^{(33)}$

The partial currents which are related by the response matrices and which connect the coarse meshes in the global calculation have been from the beginning been treated as spatially dependent. ${ }^{(35)}$ Burns and Dorning $(45,46)$ used a local Green's function for the diffusion-removal operators to generate response matrices which incorporated high order approximations for homogeneous rectangular coarse meshes. The flux and the partial currents are expanded in polynomials and the expansion coefficients are determined by a weighted residual technique. The high computational cost of this method led Lawrence and Dorning ${ }^{(20)}$ to develop the nodal Green's function method mentioned above. In the higher order response matrix method of Weiss and Lindahl ${ }^{(43)}$, the diffusion equation with a given incident partial current distribution which is itself expanded in Legendre polynomials is solved over the node via Fourier series expansion. The response, the outgoing partial
current distribution, is then a separate Legendre expansion. Similar to the local Green's function method, the generation of the response matrix is limited to homogeneous rectangular coarse meshes. Thus the effect of heterogeneities (e.g., burnable poison) on the outgoing partial current cannot be simulated.

Each one of the above mentioned coarse mesh methods adopts a distinct metodological approach with associated advantages and disadvantages. Thus one might expect that a method which combines some of these basic methods, may benefit from the favorable characteristics of the contributing basic methods. Of course, an unfavorable result may occur by combining the different methods in that the theoretical foundations of the resulting method may be weakened or lost completely and some of the undersirable characteristics may be emphasized in the combined method.

Although it is difficult, if not impossible, to single out a particular coarse mesh method which clearly outperforms the other methods, some of the most efficient methods have been obtained through a combination of the basic methods discussed above. In particular, two successful combined methods are the nodal expansion methods and the nodal Green's function method which were described above as being nodal methods. They are basically nodal methods with some ideas of the finite element methods. The onedimensionl neutron fluxes are expanded in piecewise poly-
nomials and the coefficients are determined by a weighted residual technique.

The present investigation also considers a combined method. The finite element method is applied in the context of the response matrix method. In the next chapters the details of the adopted approach is presented.

### 1.2. Research Objectives

The development of a new coarse mesh method should take into account existing methods as well as the goals and objectives that any coarse mesh method should attempt to meet. The above literature survey has described the current status of coarse mesh methods and now a brief description of the outstanding problems in the area of coarse mesh analysis will be given. These problems, which may be considered as objectives and goals for future work in the coarse mesh area have been presented succinctly by Froehlich: (5).

1) Improve the ability to predict local quantities (e.g., spatial distribution of the neutron flux and powerl;
2) Allow efficient modelling of feedback effects (e.g., Doppler and void coefficients);
3) Account for the effect of depletion induced spatial cross section variations;
4) Allow for hexagonal or triangular geometry (e.g., fast reactor calculations);
5) Account for the effect of heterogeneities and improve the methods for homogenization (e.g., calculation of equivalent homogenized group constants).
6) Contribute to a unifying theoretical foundation for coarse mesh methods.

While the current research effort will not address all of the above concerns, the objectives of the present investigation are to contribute to the solution of several of the above mentioned problems presently encountered by the coarse mesh methods when used in standard reactor design analysis calculations. In particular, the current investigation can be readily extended to address: prediction of local quantities in the presence of heterogeneities, the capability to include the effect of depletion induced spatial cross section variations and treatment of triangular geometry for fast reactors.

### 1.3. Summary of Investigation

The present investigation starts from the diffusion theory approximation and applies the finite element method to an alternative formulation of the response matrix method.This alternative form has a significant advantage in that it eliminates the need for the expensive recal-

culations of the response matrices in the eigenvalue problems, as will be discussed in more detail in Chapter 2.

Briefly the reactor is partitioned into coarse meshes and the solution for the diffusion equation inside each coarse mesh is obtained by the finite element method and the response matrices are generated. As will be described in more detail later, there are two basic response matrices, one relating to the outgoing partial current due to an internal source (fixed source, fission source, or inscatter sourse) and the other giving the outgoing partial current due to diffusion of the incoming partial current. The response matrix of each coarse mesh is then projected on separate basis functions defined on the reactor core and the neutron flux is obtained by an iterative scheme.

With this approach some advantages inherent to the finite element method can be exploited. The geometry of the coarse meshes can be rectangular or triangular and even the extreme case of an irregular boundary can be accommodated. Particular regions can be treated with figher detail than the rest of the domain with local mesh refinement. Spatially dependent cross sections can also be considered in this approach with little increase in computational cost, a feature which is desirable for burn-up calculations (23) or for heterogeneous nodes. Local quantities such as the neutron flux and power distributions are explicitly defined over the entire reactor core in
terms of a function expansion, which is not the case for many of the coarse mesh methods. (18)

The inherent disadvantage of the finite element method in large reactor problems, the irregular large matrix and less highly developed schemes for matrix inversion, is avoided in the present investigation because the finite element matrix equations are solved only at the coarse mesh level, albeit several times.

A brief description of the body of the present investigation is presented below.

In Chapter 2 the theory and the alternative formulation of the response matrix method is presented.

The finite element solution for the diffusion equation in the coarse mesh and the scheme to generate the response matrices is described in Chapter 3. To implement the finite element response matrix method, the basis functions and the iteration schemes, for both inner iterations and outer iterations, are presented in Chapter 4.

Chapter 5 shows the results of the test calculations using the proposed method for two types of reactor problems:a fixed source problem in a simplified bare reactor and two two-dimensional benchmark eigenvalue problems. Conclusions and recommendations for further study are presented in Chapter 6:

The acceleration schemes, asymptotic source extrapolation and the Chebyshev polynomial method, applied to
the finite element response matrix method are presented in Appendix $I$.

A variational formulation for the diffusion equation solution is shown in Appendix II.

Appendix III gives an interpretation of the blockJacobi spectral norm for the response matrix method, and the diffusion group constants for evaluation of the present investigation are presented in Appendix IV.

## CHAPTER 2

## RESPONSE MATRIX METHOD

In Sec. 2.1 the basic theoretical formulation of the response matrix method is presented following closely the work of Weiss and Lindahl ${ }^{(4)}$, and to illustrate the method, a simple $1-\mathrm{D}$ slab reactor is examined. In Sec. 2.2 an alternative formulation of the response matrix method is presented.

### 2.1. Theory

Consider the domain $\Omega$ in which the solution to the neutron transport or diffusion equation is sought and divide $\Omega$ into $N$ subdomains $\Omega i, i=1, \ldots, N$, called coarse-meshes. Each coarse-mesh. $\Omega_{i}$ is bounded by a piecewise smooth boundary $\delta \Omega_{i}$ with the outward directed normal vector $\underline{n}\left(r_{s}\right)$, where $r_{s}$ is the position vector on the boundary.

Define compact or coupled system as a system in which the domain $\Omega$ is simply connected and bounded by a piecewise smooth boundary of $\Omega$, and the loose system a system in which none of the boundaries $\delta \Omega_{i}$ has points in common with any other boundary $f \Omega_{k}$. Accordingly most reactor calculations are concerned with coupled systems whereas loose systems may be encountered in criticality problems,
such as the analysis of fuel storage arrays. The derivation shown below, while applicable to a coupled system, is readily adapted to a loose system with only minor modifications.

It is assumed that an arbitrarily accurate solution for the neutron transport or diffusion equation can be found in coarse-mesh $\Omega i$ subject to the boundary conditions on $\delta \Omega_{i}$, corresponding to theirradiation of $\delta \Omega_{i} b y$ an arbitrary current $J_{i}^{-}\left(r_{s}\right)$. In transport theory $J_{i}^{-}\left(r_{s}\right)$ corresponds to the angular flux at the boundary in the direction $\widehat{\Omega}$ such that $\hat{\Omega} \cdot \underline{n}\left(r_{s}\right)<0$, and for diffusion theory $J_{i}^{-}\left(r_{s}\right)$ is the partial current directed against the normal vector to the boundary $\delta \Omega_{i}$ at $r_{S}$.

The emerging current $J_{i}^{+}\left(r_{s}\right)$ from the boundary $\delta \Omega_{i}$ due to the irradiation of current $J_{i}^{-}\left(r_{s}\right)$ on $\delta \Omega_{i}$ can be obtained from the above solution for the neutron flux. In the transport theory $J_{i}^{+}\left(r_{s}\right)$ is the angular flux at the boundary in directions $\overline{\widehat{\Omega}}$ such that $\hat{\Omega} \cdot \underline{n}\left(r_{s}\right)>0$, and in diffusion theory $J_{i}^{+}\left(r_{s}\right)$ is the partial current in the direction of the normal to the boundary $\delta \Omega_{i}$ at $r_{s}$.

For the sake of simplicity $J_{i}^{+}\left(r_{s}\right)$ will be referred to as the outward partial current and $\overline{J_{i}^{-}}\left(r_{s}\right)$ as the inward partial current regardless of the approximation utilized to obtain the neutron flux.

Because of the linearity of the transport and diffusion equations the relationship between $J_{i}^{+}\left(r_{s}\right)$ and $J_{i}^{-}\left(r_{s}\right)$ can be
concisely expressed by a linear 'transformation

$$
\begin{equation*}
J_{i}^{+}\left(\pi_{s}\right)=\oint_{\Omega_{\Omega_{i}}} \mathbb{R}_{i}\left({r_{s}^{\prime} \rightarrow \pi_{s}}^{\prime}\right) \cdot J_{i}^{-}\left(\pi_{s}^{\prime}\right) d \pi_{s}^{\prime}+\mathcal{J}_{i 0}^{+}\left(\pi_{s}\right) \tag{2.1}
\end{equation*}
$$

where $J_{i o}^{+}\left(r_{s}\right)$ is the outward partial current due to the external source inside the coarse-mesh. The determination of the kernel $\mathbb{R}_{i}\left(r_{s}^{\prime} \rightarrow r_{s}\right)$ is one of the objectives of the response matrix method. This kernel depends only on the geometrical and material properties of the coarse-mesh $\Omega_{i}$; e.g., the diffusion coefficient and the absorption and production cross sections.


Fig. 2.1 Illustration of domain $\Omega$, subdomain $\Omega_{j}$, and inward and outward partial currents.

Define $H_{i k}\left(r_{s}^{\prime} \rightarrow r_{s}\right), i, k=1, \ldots, N$, as the probability that a neutron leaving the surface $\delta \Omega \beta$ at ris reaches $r_{s}$ on the surface $\delta \Omega_{i}$. If the $H_{i k}(\underline{r} \underline{s} \rightarrow \underline{s})$ are known, the inward partial current $J_{i}^{-}\left(r_{S}\right)$ for the coarse-mesh $\Omega_{i}$ can be related to the outward partial currents $J_{k}^{+}\left(r_{s}^{\prime}\right)$ from the corase-meshes $\Omega_{k}, k=1, \ldots, N$, by the relationship

$$
\begin{equation*}
\overline{J_{i}}\left(\underline{r}_{s}\right)=\sum_{\substack{l=1 \\ \ell \neq i}}^{N} \oint_{\delta \Omega_{l}} H_{i l}\left(\underline{\pi}_{s}^{\prime} \rightarrow \underline{\pi}_{s}\right) \cdot J_{l}^{+}\left({\underline{r_{s}}}_{s}\right) d n_{\underline{n_{s}^{\prime}}} \tag{2.2}
\end{equation*}
$$

For coupled systems $H_{i} \ell\left(r_{s}^{\prime} \rightarrow r_{s}\right)$ is easily obtainable by imposing continuity of the partial currents across the boundaries, but for loose systems additional calculations are needed.

It was assumed that the solutions of the transport or diffusion equations for each coarse mesh $\Omega_{i}$ are known for an arbitrary inward partial current $J_{\dot{i}}^{-}\left(r_{s}\right)$. Then the neutron flux in the coarse mesh $\Omega_{i}$ can be expressed in terms of the kernel $\mathrm{M}_{\mathrm{i}}\left(\underline{r}_{\mathbf{s}} \rightarrow \underline{r}\right)$,

$$
\begin{equation*}
\Phi_{i}(\mathbb{\pi})=\oint_{\delta \Omega_{i}} M_{i}\left(\pi_{s} \rightarrow \pi\right) \cdot J_{i}^{-}\left(\pi_{s}\right) d \pi_{s}+\Phi_{i 0}(\pi) \tag{2.3}
\end{equation*}
$$

where $\Phi_{i o}(\underline{r})$ is the neutron flux due to the external source inside $\Omega_{i}$, and $M_{i}\left(r_{s} \rightarrow \underline{r}\right)$ is generated during the solution of transport or diffusion solution in the coarse mesh $\Omega_{i}$.

Therefore the flux for the entire domain is obtained if either $J_{i}^{-}\left(r_{s}\right)$ or $J_{i}^{+}\left(x_{s}\right), i=1, \ldots, N$, are known.

Equations (2.1), (2.2), and (2.3) comprise the conventional formulation of the response matrix method for the solution to the proposed problem.

As an example of the response matrix method, the one-dimensional slab eigenvalue problem is presented. The external source is then zero and the diffusion equation is solved analytically, subject to unity inward partial current on a face of the slab of thickness h. From the neutron flux solution, the reflection and transmission functions are calculated by Weiss ${ }^{(55)}$ as

$$
r=\frac{\sin B h}{\sin (B h+\theta)}, \theta=2 \tan ^{-1}(2 D B), B^{2}=(k-1) / M^{2} \geqslant 0
$$

and $t=\frac{\sin \theta}{\sin (\operatorname{Bh}+\theta)}$, respective, or

$$
n=\frac{\varepsilon[1-\exp (-2 K h)]}{1-\varepsilon^{2} \exp (-2 K h)}, \varepsilon=\frac{1-2 D K}{1+2 D K}, K^{2}=(1-k) / M^{2} \geqslant 0
$$

and $t=\frac{\left(1-\varepsilon^{2}\right) \exp (-K h)}{1-\varepsilon^{2} \exp (-2 K h)}$, respectively,
where $D$ is the diffusion coefficient,
$M^{2}$ is the migration area, and
$k$ is the ratio of infinite multiplication factor and effective multiplication factor (eigenvalue). The partial currents on the face of the slab can then be related by a response matrix as

$$
\left[\begin{array}{l}
J^{+}(h) \\
J^{+}(0)
\end{array}\right]=\left[\begin{array}{ll}
\pi & t \\
t & \pi
\end{array}\right] \cdot\left[\begin{array}{l}
J(h) \\
J(0)
\end{array}\right]
$$

### 2.2. Alternative Formulation

Unfortunately the response matrix method as formulated above is not in a convenient form for application to the eigenvalue problem (e.g., determination of the neutron multiplication factor, $\left.k_{\text {eff }}\right)$. The kernel $\mathbb{R}_{\dot{i}}\left(r_{s} \rightarrow r_{s}\right)$ is dependent on the neutron multiplication within the coarse mesh $\Omega_{i}$ and since the fission source is scaled by the eigenvalue, the kernel $\mathbb{R}_{\dot{i}}\left(r_{s}^{\prime} \rightarrow r_{S}\right)$ has to be generated several times during the course of the solution to the eigenvalue problem.

This investigation treats an alternative formulation of the response matrix method wherein the expensive recalculations of the kernel in the eigenvalue problems are eliminted by considering two kernels: $\mathbb{R}_{\dot{i}}^{J^{-}}\left(r_{s}^{\prime} \rightarrow r_{s}\right)$ and $\mathbb{R}_{i}^{S}\left(\underline{r} \rightarrow r_{s}\right)$. They are dependent only on the diffusion chefficient and the absorption cross section of the coarse mesh $\Omega_{i}$, and they are independent of the production cross section (fission + inscatter). This allows the non-linearity of the outward partial current caused by the fission source and the inscattering source to be transferred to the iterative scheme used to solve the eigenvalue problem or the fixed source problem as shown in the next section.

As a result of the linearity of transport and diffusion equations the outward partial current $J_{i}^{+}\left(r_{S}\right)$ can be given by the following linear transformation

$$
\begin{align*}
& J_{i}^{+}\left(\Omega_{s}\right)=\oint_{\delta_{\Omega_{i}}} \mathbb{R}_{i}^{J^{-}}\left(\underline{\pi}_{s}^{\prime} \rightarrow \underline{\pi}_{s}\right) J_{i}^{-}\left(r_{s}^{\prime}\right) d \pi_{s}^{\prime} \\
& +\int_{\Omega_{i}}^{\mathbb{R}_{i}^{s}}\left(\underline{\pi} \rightarrow \underline{\pi}_{s}\right) S_{i}(\pi) d \Omega,  \tag{2.4}\\
& i=1, \ldots, N \text {, } \\
& \pi_{s} \in \delta \Omega_{i} \text {, } \\
& n \in \Omega_{i} \text {. }
\end{align*}
$$

where $S_{i}(\underline{r})$ is the neutron source within the coarse mesh $\Omega_{i}$ due to the fission source, the inscatter source, and the external source. For eigenvalue problems the external source is absent and the fission source is scaled by the inverse of the multiplication factor, $k_{\text {eff. }}$. The kernel $R_{i}^{J-}\left(r_{s}^{\prime} \rightarrow r_{s}\right)$ gives the outward partial current response due to the diffusion of an inward partial current in the coarse mesh $\Omega_{i}$, while the kernel $R_{i}^{s}\left(\underline{r} \rightarrow r_{s}\right)$ gives the outward partial current response due to diffusion of neutrons: generated in all kinds of sources within the coarse mesh $\Omega_{i}$.

In this alternative formulation of the response matrix method the definition of the kernels $H_{i k}\left(r_{s}^{\prime} \rightarrow r_{s}\right)$; $i, k=1, \ldots, N$, is maintained and the relationship given by equation (2.2) remains unchanged.

The neutron flux in the coarse mesh $\Omega_{i}$ will then be given by

$$
\begin{align*}
\Phi_{i}(\underline{\pi})= & \oint_{\delta \Omega_{i}} M_{i}\left(\pi_{s} \rightarrow \underline{\pi}\right) J_{i}^{-}\left(\underline{\pi}_{s}\right) d \pi_{s} \\
& +\int_{\Omega_{i}} M_{i}^{s}\left(\underline{\pi}^{\prime} \rightarrow \underline{\pi}\right) S_{i}\left(\pi^{\prime}\right) d \underline{\pi}^{\prime} \tag{2.5}
\end{align*}
$$

where the kernels $M_{i^{\top}}^{\mathcal{J}^{-}}\left(r_{S} \rightarrow \underline{r}\right)$ and $M_{i}^{S}\left(\underline{r}^{\prime} \rightarrow \underline{r}\right)$ are generated as byproducts during the generation of the kernels $\mathbb{R}_{i}^{J-}\left(r_{s}^{\prime} \rightarrow \underline{r_{s}}\right)$ and $\mathbb{R}_{i}^{s}\left(\underline{r} \rightarrow \underline{r_{s}}\right)$.

The formal solution of the response matrix method is represented by the equations (2.2), (2.4) and (2.5) in the alternative formulation versus equations (2.1) and (2.2) for the conventional formulation described earlier.

The response matrix method is applicable whenever the kernels are computable, especially $\mathbb{R}_{i}^{J^{J}}\left(\underline{r_{s}} \rightarrow r_{s}\right)$ and $\mathbb{R}_{i}^{s}\left(\underline{r} \rightarrow r_{s}\right)$. The kernel $H_{i l}\left(I_{s}^{\prime} \rightarrow r_{s}\right)$ may impose some difficulties for loose systems but for coupled systems which comprise most of the practical problems in reactor calculations only interface continuity conditions across the boundaries of the coarse meshes may suffice and the kernel can be generated without any difficulty: The generation of the kernels $M_{i}^{J-}\left(r_{S} \rightarrow \underline{r}\right)$ and $M_{i}^{s}\left(\underline{r}^{\prime} \rightarrow \underline{r}\right)$ is solely dependent on the computational scheme used to generate the kernels $\mathbb{R}_{i}^{J^{-}}\left(r_{s}^{\prime} \rightarrow r_{s}\right)$ and $\mathbb{R}_{i}^{s}\left(\underline{r} \rightarrow r_{s}\right)$ and as such does not represent an additional computational burden.

The present investigation is developed on the basis of this formulation of the response matrix method because it is in a form suitable for use in the eigenvalue problem and can also be used for the fixed source problem.

The multigroup eigenvalue problem can be treated as being composed of multiple fixed source problems, where the source includes any type of neutron production, including the fission source scaled by the multiplication factor. Since the kernels depend only on the diffusion coefficients
and the absorption cross section the response matrices need be generated only once.

### 2.3. Numerical Approximation

The formal solution for the alternative formulation of the response matrix method may be obtained by solving equations (2.2), (2.4) and (2.5). However, the implementation of the response matrix method on a digital computer requires various approximations to allow the equations to be numerically manipulated.

One approach which is utilized in the present investigation is to use a weighted residual method to approximate the response matrix equations in a form which is amenable to numerical computation.

Let a coarse mesh $\Omega_{i}$ contain $L$ nodes conveniently located within its volume $\Omega_{i}$, and define the polynomials $\Psi_{l}(r), \ell=1, \ldots, I$, with unitary value at the node $\ell$ and zero at the remaining nodes. Also let a coarse mesh $\Omega_{i}$ contain $k$ nodes on its boundary $\delta \Omega_{i}$ and define the polynomials $\Psi_{s k}\left(r_{S}\right), k=1, \ldots, k$, with unitary value at the node $k$ and zero at the remaining nodes. It should be noted that in the present discussion the term "node" corresponds to a point, not a region of the problem domain.

The partial currents, the neutron flux and the neutron source can be approximated for each coarse mesh $\Omega_{i}$, by an expansion in the appropriate basis polynomials
(i.e., boundary polynomials or volume polynomials)

$$
\begin{align*}
& J^{ \pm}\left(\underline{\pi}_{s}\right)=\sum_{k=1}^{K} J_{i k}^{ \pm} \Psi_{s k}\left(\underline{\pi}_{s}\right), \underline{\pi}_{s} \in \delta \Omega_{i} \text {, }  \tag{2.6}\\
& \Phi_{i}(\Omega)=\sum_{l=1}^{L} \Phi_{i l} \Psi_{l}(\underline{\Omega}) \quad, \underline{\pi} \in \Omega_{i},  \tag{2.7}\\
& S_{i}(\underline{n})=\sum_{l=1}^{L} S_{i l} \widehat{\Psi}_{l}^{\|}(\underline{\pi}), ~ \pi \in \Omega_{i}, \tag{2.8}
\end{align*}
$$

where $J_{i k}^{+}, \Phi_{i l}$ and $s_{i \ell}$ are the partial currents on the boundary node $k$, the neutron flux value and the neutron source value at the volume node $l$, respectively. However, the partial currents $J_{i}^{+}\left(r_{s}\right)$ are defined according to the orientation of the normal $\underline{n}\left(r_{s}\right)$ on the boundary'. Since $\underline{n}\left(r_{s}\right)$ is discontinuous along the edges or on the corners, let the boundary polynomials $\Psi_{s k}\left(r_{s}\right)$, $k=1, \ldots, k, r_{s} \in \delta \Omega_{i}, i=1, \ldots, N$, be defined piecewisely such that the discontinuity of $J_{\bar{i}}^{+}\left(r_{S}\right)$ on the corner or along the edges are explicitly accounted for.

The expansion coefficients $J_{i k}^{+}\left(r_{s}\right), i=1, \ldots, N$;
$k=1, \ldots, k$, can be determined by requiring the residuals of the approximation of equation (2.4) and equation (2.2) to be orthogonal to the set of surface polynomials $\Psi_{s k}\left(r_{s}\right)$, $k^{\prime}=1, \ldots, k$.

From equation (2.4) the residuals can be defined as

$$
\begin{aligned}
g_{i}\left(\Omega_{s}\right)= & \sum_{k=1}^{k} \Psi_{s k}\left(n_{s}\right) T_{i k}^{+} \\
& -\oint_{a_{i}} \mathbb{R}_{i} J_{\left(n_{s}^{\prime} \rightarrow n_{s}\right)}^{-}\left[\sum_{k=1}^{K} \Psi_{s k}\left(n_{s}^{\prime}\right) J_{i k}^{-}\right] d n_{s}^{\prime}
\end{aligned}
$$

$$
\begin{equation*}
-\int_{\Omega_{i}} \pi_{i}^{s}\left(\pi \rightarrow \pi_{s}\right)\left[\sum_{l=1}^{\leq} \Psi_{l}(\underline{\pi}) S_{i l}\right] d \underline{\pi} \tag{2.9}
\end{equation*}
$$

$$
i=1, \ldots, N ; r_{s} \in \delta \Omega_{i} ; \underline{r} \in \Omega_{i}
$$

and requiring the residual to be orthogonal to $\Psi_{s k^{\prime}\left(r_{s}^{\prime}\right), k^{\prime}=1, \ldots, K \text {, one obtains }}$

$$
T_{i} \Psi_{s} \cdot J_{i}^{+}=\mathbb{R}_{i}^{J^{-}} \cdot J_{i}^{-}+\mathbb{R}_{i}^{5} \cdot S_{i}
$$

where

$$
\begin{aligned}
& T_{\underline{\Psi_{s}} \Psi_{s}}=\left(\oint_{\Omega_{\Omega_{i}}} \Psi_{s k^{\prime}}\left(\underline{r_{s}}\right) \Psi_{s k}\left(\underline{r_{s}}\right) d \underline{r_{s}}\right)_{k k^{\prime} k}, \\
& k^{\prime}, k=1, \ldots, K \text {, is a } \mathbb{K x K} \text { matrix, }
\end{aligned}
$$

$$
\begin{aligned}
& k^{\prime}, \mathrm{k}=1, \ldots, \mathrm{~K} \text {, is a } \mathrm{KxK} \text { matrix, }
\end{aligned}
$$

$$
\begin{aligned}
& k^{\prime}=1, \ldots, \mathrm{~K} ; 1=1, \ldots, \mathrm{~L} \text {, is a } \mathrm{KxL} \text { matrix, } \\
& S_{i}=\operatorname{col}\left(S_{i 1}, S_{i 2}, \ldots, S_{i L}\right) \\
& J_{i}^{ \pm}=\operatorname{col}\left(J_{i 1}^{ \pm}, J_{i 2}^{ \pm}, \ldots, J_{i k}^{ \pm}\right) \quad .
\end{aligned}
$$

If $\mathbb{R}_{i}^{\mathbf{J}^{-}}$and $\mathbb{R}_{i}^{\mathbf{S}}$ are redefined in order to incorporate $\underline{\underline{T_{s}} \Psi_{s}}$, equation (2.10) can be written as

$$
\begin{equation*}
J_{i}^{+}=\mathbb{R}_{i}^{\sigma^{-}} \cdot J_{i}^{-}+\mathbb{R}_{i}^{5} \cdot S_{i} \tag{2.11}
\end{equation*}
$$

Similarly from the equation (2.2), defining the residuals and requiring them to be orthogonal to $\Psi_{i k^{\prime}\left(r_{s}\right)}$, $k^{\prime}=1, \ldots . k_{\text {, one }}$ gets

$$
\begin{equation*}
\underline{\underline{T_{s} \Psi_{S}}} \cdot{T_{i}^{-}}^{\sum_{\substack{ }}^{N} \sum_{j \neq i}^{N}} H_{i j} \cdot J_{j}^{+} \tag{2.12}
\end{equation*}
$$

where
$i, j=1, \ldots, K ; r_{s} \in \delta \Omega_{i} ; r_{\underline{s}}^{\prime} \in \delta \Omega_{j} ;$ is a KxK matrix, and redefining. ${ }_{i j}$ in order to incorporate $\bar{\Psi}_{s}^{-1} \Psi_{s}$,

$$
\begin{equation*}
J_{i}^{-}=\sum_{j=1}^{N} H_{i j} \cdot J_{j}^{+} \tag{2.13}
\end{equation*}
$$

For the coupled systems, however, the matrix $H_{i j}$ can be easily incorporated in the computational scheme simply by reindexing the outward partial currents, and no weighted residual calculation is needed.

The neutron flux expansion coefficients $\Phi_{i l}$, $\ell=1, \ldots ., L$, can be determined by requiring the residuals of the approximation of equation (2.5) to be orthogonal to all
the functions $\mathcal{F}_{l^{\prime}(\underline{n})}, \quad l^{\prime}=1, \ldots, L, \pi \in \Omega_{i}$,

$$
\begin{equation*}
\bar{T}_{\underline{F}} \cdot \Phi_{i}=M_{i}^{J} \cdot J_{i}^{-}+M_{i}^{5} \cdot S_{i} \tag{2.14}
\end{equation*}
$$

where $\underline{\underline{F_{\Psi}}}=\left(\int_{\Omega_{i}} \Psi_{l^{\prime}}(n) \Psi_{l}(\Omega) d n\right)_{l} \rho ; l_{l}^{\prime} l=1, \ldots, L$,
is a LxI matrix,

$$
M_{i}^{J^{-}}=\left(\int_{\Omega_{i}} \oint_{\Omega_{\Omega_{i}}} \Psi_{l}(\Omega) M_{i}^{J}\left(\pi_{s} \rightarrow \pi\right) \Psi_{S_{k}}^{-}\left(n_{s}\right) d n_{s} d r_{l k}^{\prime}\right.
$$

$\ell^{\prime}=1, \ldots, I ; k=1 \ldots, K$, is a Lx matrix,

$$
M_{i}^{s}=\left(\int_{\Omega_{i}} \int_{\Omega_{i}} \Psi_{l}(\pi) M_{i}^{s}\left(\pi^{\prime} \rightarrow \pi\right) \Psi_{l}\left(\pi^{\prime}\right) d \underline{\pi}^{\prime} d^{\prime} \underline{I_{l}}\right)_{l^{\prime} l}
$$

$\ell^{\prime}, \ell=1, \ldots, L$, is: a LxI matrix, and

$$
\Phi_{i}=\cot \left(\Phi_{i 1}, \Phi_{i L}, \ldots, \Phi_{i L}\right)
$$

and redefining $M_{i}^{J}$ and $M_{i}^{s}$ in order to incorporate $\Psi^{-1}$ one gets

$$
\begin{equation*}
\Phi_{i}=\underline{M_{i}{ }^{5}} \cdot \underline{J_{i}^{-}}+\underline{\underline{M_{i}}} \cdot \underline{S_{i}} \tag{2.15}
\end{equation*}
$$

The compact representation of the equations (2.11), (2.13), and (2.15) can be obtained by defining

$$
\begin{aligned}
& \mathbb{I}^{ \pm}=\cot \left(\underline{J}_{1}^{ \pm}, J_{2}^{ \pm}, \ldots, J_{N}^{ \pm}\right), \stackrel{a}{ }(\mathrm{KxN}) \text { vector } \\
& \mathbb{B}=\cot \left(\Phi_{1}, \Phi_{2}, \ldots, \Phi_{N}\right) \quad, \text { a (LN) vector, }
\end{aligned}
$$

$\underline{S}=\operatorname{col}\left(\underline{S_{1}}, \underline{S_{2}}, \ldots, \underline{S}_{N}\right) \quad$, a (LAN) vector,
and rewriting the equations as

$$
\begin{align*}
& \mathbb{I}^{+}=\mathbb{R}^{J} \cdot \mathbb{J}^{-}+\mathbb{R}^{\Phi} \cdot \mathbb{S} \\
& \mathbb{T}^{-}=\mathbb{H} \cdot \mathbb{I}^{+}  \tag{r}\\
& \mathbb{I}=\mathbb{M}^{\pi} \cdot \mathbb{I}^{-}+\mathbb{M}^{\Phi} \cdot \mathbb{S} \tag{2.18}
\end{align*}
$$


where
$\underline{\mathbb{R}}=\operatorname{diag}\left(\mathbb{R}_{1}^{J^{-}}, \mathbb{R}_{2}^{J^{-}}, \ldots, \mathbb{R}_{N}^{J^{+}}\right)$, is a (NxK) x (NxK) matrix; $\mathbb{R}^{8}=\operatorname{diag}\left(\mathbb{R}_{1}^{5}, \mathbb{R}_{2}^{5}, \ldots, \mathbb{R}_{N}^{5}\right) \quad$, is a (NxK) $\times(N \times L)$ matrix, $\mathbb{M}^{V^{\sigma}}=\operatorname{diag}\left(M_{1}^{J^{-}}, M_{2}^{J^{-}}, \ldots, M_{N}^{J^{-}}\right) \quad$, is a (XxL) $\times(\mathrm{NXK})$ matrix, $M^{5}=\operatorname{diag}\left(M_{1}^{5}, M_{2}^{5}, \ldots, M_{N}^{5}\right) \quad$, is a $(N \times L) \times(N \times L)$ matrix, and IH is a (KN) $\times(\mathrm{KxN})$ matrix, which for coupled systems is a matrix composed of block permutation matrices of dimension KxK, and also incorporates the boundary conditins of the domain $\Omega$.

Equations (2.16), (2.17), and (2.18) are then the weighted residual formulations of the original response matrix equations (2.4), (2.2), and (2.5), respectively, and are in a form suitable for numerical solution, as will be described in the next section.

### 2.4. Solution Algorithms

The solution of the response matrix method represented by the equations (2.16), (2.17) and (2.18) requires only one type of partial current, either $\mathbb{I}^{+}$or $\underline{\mathbb{J}}^{-}$; to be determined. By inserting the equation (2.17) into the equations (2.16) and (2,18) the problem is given as

$$
\begin{align*}
& \underline{J}^{+}=\mathbb{R}^{J^{-}} \cdot \mathbb{H} \cdot \mathbb{J}^{+}+\mathbb{R}^{\$} \cdot \mathbb{S} \cdot J^{+} \cdot 1^{3} \mathbb{I}^{-1}-n^{3}(2.19) \\
& J^{+}\left(\mathbb{I}-R^{J^{-}} H^{+}\right)=\mathbb{R}^{\Phi} \cdot \$^{\phi} \\
& \Phi=M^{J} \cdot I^{+}+\mathbb{M}^{S} \cdot S \tag{2.20}
\end{align*}
$$

and if $\left(\mathbb{I I}-\mathbb{R}^{j} \cdot \underline{H}\right)$ is invertible, where $\mathbb{I}$ is the (NooK) $x(N x K)$ identity matrix, the solution can be directly obtained as $\quad \rightarrow$

$$
\underline{J}^{+}=\left(\mathbb{I}-\mathbb{R}^{D^{-}} \cdot \mathbb{H}^{-1} \cdot \mathbb{R}^{5} \cdot \mathbb{S}\right.
$$

For practical problems the dimension and the complexity of the $\underline{\mathbb{R}}^{\mathbb{I}} \cdot \underline{\underline{H}}$ matrix imply that direct inversion is impractical. The alternative is the use of iterative
methods, such as the Jacobi method, the Gauss-Seidel method, or the Successive Over-relaxation method. (2-4)

The convergence of the iterative methods can be guaranteed if the spectral radius of the iteration matrix

$$
\rho\left(\mathbb{R}^{\mathbb{N}^{-}} \cdot \mathbb{H}\right)<1
$$

In terms of more accessible quantities, the infinite norms, the sufficient condition is

$$
\left\|\mathbb{R}^{\pi^{-}} \cdot \mathbb{H}\right\|_{\infty}<1
$$

and for a compact system with no incident current on its boundaries, $\|\mathbb{H}\|_{\infty}=1$, the sufficient condition is

$$
\left\|\mathbb{R}^{J V^{-}}\right\|_{\infty}<1
$$

Recalling the definition of $\mathbb{R}^{\mathbb{T}^{-}}$, the sufficient condition now is

$$
\left\|\mathbb{R}_{i}^{J^{-}}\right\|_{\infty}<1 \quad, \text { for all } i=1, \ldots, N .
$$

The general solution algorithm can be given as Step 0 - Guess arbitrary nonnegative $\mathrm{J}^{-(0)}$ and $\underline{S}^{(0)}$.


It should be noted that the above algorithm does not depend on the construction of the basis functions, except that they have unitary value at the nodes they are associated with. In addition, the above formulation is formal in the sense that the response matrices $\mathbb{R}_{i}^{J^{-}}$and $\mathbb{R}_{i}^{s}$ were given in terms of the response kernels $\mathbb{R}_{i}^{J^{\prime}}\left(\pi_{s}^{\prime} \rightarrow \pi_{s}\right)$ and $\mathbb{R}_{i}^{s}\left(\underline{\pi} \rightarrow \mathbb{R}_{\underline{s}}\right)$, which have been defined in only a formal sense via equation (2.4). As will be seen in the next chapter, the finite element method is employed at the local(assembly) level to generate the response matrices used in the global solution algorithm outlined above.

## CHAPTER 3

FINITE ELEMENT RESPONSE MATRIX METHOD

The previous chapter presented the general formulation of the response matrix method and a description of a weighted residual approach to cast the resultant response matrix equations in a form suitable for numerical approximation. The discussion was quite general and did not depend on the exact form of the approximation polynomials. In this chapter the specific method utilized in the present investigation to determine the response matrices is described. In particular, the finite element method is employed to solve the one-group diffusion equation in the coarse meshes, thereby generating the response matrices. Therefore, the coarse meshes are assumed to be composed of materials with properties compatible with the assumptions of diffusion theory: the absorption cross sections are expected to be relatively small compared to the scattering cross sections. This assumption is easily satisfied in most reactor problems since the coarse meshes are usually defined over an entire assembly or part of an assembly, where heterogeneities are homogenized and the assembly (or partial assembly) is treated as one material with equivalent homogenized cross sections.

### 3.1. Galerkin Formulation

The one-group diffusion equation is to be solved in each of the coarse meshes $\Omega_{m}, \mathrm{n}=1, \ldots, \mathrm{~N}$, (the assembly level calculations)

$$
\begin{aligned}
& -\nabla D_{n}(\Omega) \nabla \phi_{m}(\Omega)+\sum_{a_{m}}(\Omega) \phi_{m}(n)=S_{m}(\eta), \\
& n=1, \ldots, N, \underline{n} \in \Omega_{m}, \\
& \text { where } D_{n}(\underline{r}) \text { is the diffusion coefficient, } \\
& \quad \sum a_{n}(\underline{r}) \text { is the total absorption cross section, } \\
& \quad s_{n}(\underline{r}) \text { is the source term, }
\end{aligned}
$$

subject to the irradiation of inward partial current $j_{n}^{-}\left(r_{s}\right)$ on the boundary $f_{\Omega_{m}}$.
$\dot{j}_{m}\left(n_{s}\right)=\frac{1}{4} \phi_{m}\left(\pi_{s}\right)+\left.\frac{1}{2} D_{m}\left(\pi_{s}\right) \nabla \phi_{m}(\underline{\pi})\right|_{\underline{\pi}=\pi_{s}} \underline{n}\left(\pi_{s}\right), \Omega_{s} \in \delta \Omega_{m}$,
where $\underline{n}\left(r_{s}\right)$ is the vector normal to the surface $\delta \Omega_{m}$, and to interface conditions of continuity of current and flux.

In order to formulate the Galerkin approximation, or weak form, of the problem the space of trial functions is defined as

$$
H_{2}^{1}=\left\{\psi(\pi) \in C^{0} \int_{2_{m}}[\nabla \psi(\pi) \nabla \psi(\pi)+\psi(\pi) \psi(\pi)] d \pi<\infty\right\}
$$

and for $f(\underline{r}), g(\underline{r}) \in H_{2}^{\perp}$ the inner product is defined as

$$
(f, g)=\int_{\Omega_{m}} f(\underline{\pi}) g(\pi) d r
$$

and the boundary inner product as

$$
\langle f, g\rangle=\oint_{\Omega_{m}} f\left(\pi_{s}\right) g\left(n_{r}\right) d \underline{n_{s}}
$$

Multiplying the equation (3.1) by an arbitrary element of the trial function space $\mathrm{H}_{2}^{1}, \Psi_{m}(\underline{r})$, and integrating over $\Omega_{m}$, one obtains

$$
\begin{gather*}
-\int_{\Omega_{m}} \nabla D_{m}(\pi) \nabla \phi_{m}(\pi) \psi_{m}(\pi) d \Omega+\int_{\Omega_{m}} \sum_{m}(\pi) \phi_{m}(\pi) \psi_{m}(\pi) d \pi= \\
\int_{\Omega_{m}} s_{m}(\pi) \psi_{m}(\pi) d \Omega \tag{3.3}
\end{gather*}
$$

By Green's theorem the first term of equation (3.3) can be written as (details in Appendix II)

$$
\begin{align*}
& -\int_{\Omega_{m}} \nabla \bar{D}_{m}(\pi) \nabla \phi_{m}(\pi) \psi_{m}(\underline{\pi}) d \pi=\int_{\Omega_{m}}\left[D_{m}(\pi) \nabla \phi_{m}(\underline{\pi})\right] \psi_{m}(\Omega) d \Omega \\
& -\left.\oint_{\Omega_{m}} D_{m}\left(\pi_{s}\right) \nabla \phi_{m}(\pi)\right|_{\Omega=\pi_{s}} ^{\varphi(r s)} \underset{m}{m}\left(\pi_{s}\right) d r_{s} \quad . \tag{3.4}
\end{align*}
$$

Now use the boundary condition (3.2)

$$
\left.D_{m}\left(r_{s}\right) \nabla \phi_{m}(\Omega)\right|_{\Omega_{n}=n_{s}} \cdot \underline{m}\left(r_{s}\right)=2 j_{m}\left(\pi_{s}\right)-\frac{1}{2} \phi_{m}\left(r_{s}\right)
$$

and insert it into the last term of equation (3.4), to obtain

$$
\begin{equation*}
-\int_{\Omega_{m}} \nabla D_{m}(\Omega) \nabla \phi_{m}(\Omega) \psi_{m}(\Omega) d \Omega=\int_{Q_{m}} D_{m}(\Omega) \nabla \phi_{m}(\Omega) \nabla \psi_{m}(\pi) d \pi \tag{3.5}
\end{equation*}
$$

$$
+\frac{1}{2} \oint_{\Omega_{\Omega_{n}}} \oint_{m}\left(\pi_{s}\right) \psi_{m}\left(\pi_{s}\right) d n_{s}-2 \oint_{\Omega_{\Omega_{m}}} j_{n}^{-}\left(\pi_{s}\right) \psi_{m}\left(\pi_{s}\right) d n_{s}
$$

Now combine equation (3.5) and equation (3.3) to obtain the final result, ar tn, $\ln _{n}$ !

$$
\begin{align*}
\int_{\Omega_{m}} D_{m}(\pi) \nabla \phi_{m}(\pi) \nabla \psi_{n}(\pi) d \pi & +\int_{\Omega_{m}} \sum_{a_{m}}(\pi) \phi_{m}(\pi) \psi_{m}(\pi) d \pi \\
+\frac{1}{2} \oint_{\Omega_{\Omega_{m}}} \phi_{m}\left(r_{s}\right) \psi_{m}\left(\pi_{s}\right) d r_{s} & =\int_{\Omega_{m}} S_{m}(\Omega) \psi_{m}(\underline{\pi}) d \underline{\pi}  \tag{3.6}\\
& +2 \oint_{\Omega_{\Omega_{m}}} \dot{j}_{m}\left(r_{s}\right) \psi_{m}\left(\underline{\pi_{s}}\right) d n_{s}
\end{align*}
$$

The solution $\phi_{n}(\underline{r})$ to equation (3.6) which is valid for all $\psi_{m}(\underline{x}) \in \mathrm{H}_{2}{ }^{l}$ is the weak solution to the original diffusion equation. Note that the original boundary condition, equation (3.2), is incorporated directly into the weak form and hence is a natural boundary condition. That is, the space $\mathrm{H}_{2}{ }^{1}$ does not need to obey the boundary condition in order for the weak solution to satisfy (in a weak sense) the boundary condition.

```
Defining the bilinear functional
```

$$
\begin{aligned}
& a\left(\phi_{m}, \psi_{m}\right)=\int_{\Omega_{m}} D_{m}(\Omega) \nabla \phi_{m}(\pi) \nabla \psi_{m}(\Omega) d \Omega \\
& +\int_{\Omega_{m}} \sum_{a_{m}}(\Omega) \phi_{m}(\Omega) \psi_{m}(\pi) d r+\frac{1}{2} \oint_{\Omega_{\Omega_{m}}} \phi_{m}\left(\pi_{s}\right) \psi_{m}(\Omega s) d \Omega_{s}
\end{aligned}
$$

the Galerkin approximation can be succinctly written

$$
a\left(\phi_{m}, \psi_{m}\right)=\left(s_{m}, \psi_{m}\right)+2\left\langle j_{m}^{-}, \psi_{m}\right\rangle \quad, \psi_{m} \in H_{2}^{1} \cdot(3.7)
$$

The same result could be obtained by minimizing the quadratic functional

$$
\begin{aligned}
& F\left(\psi_{m}\right)=\int_{\Omega_{m}}\left[D_{m}(\pi) \nabla \psi_{m}(\pi) \nabla \psi_{m}(\pi)+\sum_{a_{m}}(\pi) \psi_{m}(\pi) \psi_{m}(\pi)-2 s_{m}(\pi) \psi_{m}(\pi)\right] d \pi \\
&+\frac{1}{2} \oint_{\Omega_{\Omega_{m}}}\left[4 j_{m}\left(\pi_{s}\right)-\psi_{m}\left(\pi_{n}\right)\right] T_{n}^{2}, \psi_{m} \in H_{2}^{1} . \\
& \text { The proof is presented in Appendix II. }
\end{aligned}
$$

### 3.2. Finite Element Solution

The weak form, Eq. (3.7), of the diffusion equation is in a form suitable for solution by the finite element method. Specifically, the Ritz approximation is utilized,
in which the trial functions $\psi_{\dot{m}} h$ belong to a particular finite-dimensional subspace $\mathrm{s}^{\mathrm{h}}$. contained in $\mathrm{H}_{2}{ }^{1}$,

$$
\psi_{m}^{h} \in S^{h} \subset H_{2}^{l}
$$

In order to construct the finite element subspace $\mathrm{s}^{\mathrm{h}}$, the coarse mesh domain $\Omega_{m}$ is partitioned into $M$ subdomains, $\Omega_{m m}, m=1, \ldots, M$, and the elements of $s^{h}$ are polynomials defined over the subdomains $\Omega_{m m}, m=1, \ldots, M$, which are continuous across the subdomain boundaries. Also let the domain contain $N_{e}$ nodes, and define $\psi_{m i}(\underline{r})$, $i=1, \ldots, N_{e}, \psi_{m i} h \in s^{h}$, functions with unitary value at the node $i$ and zero at the remaining nodes. The Lagrangian finite element method is characterized by choosing as $\psi_{m i}^{h}(\underline{\pi})$, the continuous piecewise polynomials. These polynomials are the basis functions for the subspace $s^{h}$, since every member of $S^{\text {h. }}$ can be given as a combination of the $\psi_{m i}(\underline{r})$.

If the solution $\phi_{m}^{h}(\underline{r})$ is then sought within the space $s^{h}$, $\quad \phi_{m}^{h}(\underline{x})$ can be expanded in the basis functions for $s^{h}$ as

$$
\begin{equation*}
\phi_{m}^{h}(\pi)=\sum_{i=1}^{N_{e}} \phi_{m i} \psi_{m i}^{h}(\pi) \tag{3.8}
\end{equation*}
$$

The Ritz-Galerkin approximation is obtained by inserting the approximation (3.8) into the weak form (3.7) and requiring (3.7) to be true for all basis functions

$$
\begin{aligned}
& \psi_{m j}^{h}(\underline{r}), j=1, \ldots, N_{e}: \\
& a\left(\sum_{i=1}^{N_{n}} \phi_{m i} \psi_{m i}^{h}(\Omega), \psi_{m j}^{h}(\Omega)\right)=\left(S_{m}, \psi_{m j}^{h}(\Omega)\right)+2\left\langle j_{m}, \psi_{m j}^{h}(\Omega)\right\rangle, \\
& \text { for all } j=1, \ldots, N_{e} \text {, or } .
\end{aligned}
$$

$$
\begin{equation*}
\sum_{i=1}^{N_{e}} \phi_{m i} a\left(\psi_{m i}^{i}, i_{m j} \psi_{m}^{h}\right)=\left(s_{m}, \psi_{m j}^{h}\right)+2\left\langle j_{m}, \psi_{m j}^{h}\right\rangle \tag{3.9}
\end{equation*}
$$

for all $j=1, \ldots, N_{e}$.
An identical result may be obtained from the variational principle, as shown in Appendix II, by searching for, the stationary point in the space $s^{h}$,

$$
\frac{\partial}{\partial \phi_{n j}} F\left(\phi_{m} h(n)\right)=0 \quad, \quad j=1, \ldots, \dot{N}_{e} .
$$

which is equivalent to minimizing the quadratic functional discussed above.

Defining the vectors $\phi_{m}$ and $\psi_{m}^{h}(\Omega)$ as

$$
\begin{aligned}
& \phi_{m}=\operatorname{col}\left(\phi_{m i}, \phi_{m 2}, \ldots, \phi_{m N_{e}}\right) \\
& \psi_{m}^{1}(\pi)=\operatorname{col}\left(\psi_{m 1}^{h}(\pi), \psi_{m}^{h}(\pi), \ldots, \psi_{m N e}^{h}(\pi)\right)
\end{aligned}
$$

Equation (3.9) can be rewritten as a matrix equation

$$
\begin{equation*}
\underline{A_{m}} \cdot \phi_{m}=s_{m}^{\psi}+j_{m}^{\psi^{-}} \tag{3.10}
\end{equation*}
$$

where $\underline{A}_{m}=\left(a\left(\psi_{m j}^{h}, \psi_{m i}^{h}\right)\right)_{i j}, i, j=1, \ldots, N_{e}$,

$$
\begin{aligned}
& \underline{S}_{m}^{\psi}=\left(s_{m}, \psi_{m}^{h}(n)\right) \\
& \underline{j}_{m}^{\psi}=2\left\langle j_{m}^{-}, \underline{\Psi_{m}^{h}}\left(n_{n}\right)\right\rangle .
\end{aligned}
$$

The linear matrix equation (3.10) can be solved
either by direct inversion or by iterative methods as long as $A_{n}$ is invertible. If $A_{n}$ is positive definite, $\underline{x} \cdot A_{n} \cdot x>0$, for $\underline{x} \neq 0$ then ${ }_{\underline{A_{n}}}$, is invertible and equation (3.10) can be solved. $A_{n}$ can be shown to be positive definite as follows.

Assume an arbitrary $\alpha^{h}(\Omega) \in S^{h}$ and expand

$$
\alpha h(\pi)=\sum_{i=1}^{N_{e}} \alpha_{i} \psi_{m i}^{h}(\pi)
$$

Now from the definition of the bilinear functional
$a\left(\psi_{m i}^{h}, \psi_{n j}^{h}\right)$ from Eq. $(3,7)$,

$$
a\left(\alpha^{h}(n), \alpha^{h}(\Omega)\right)>0 \text { if } D_{m}(n)>0, \sum_{a_{n}}(\Omega) \geqslant 0 .
$$

But

$$
\begin{aligned}
a\left(\alpha^{h}(\Omega), \alpha^{h}(\Omega)\right) & =a\left(\sum_{i=1}^{N_{e}} \alpha_{j} \psi_{m i}^{h}, \sum_{j=1}^{N_{e}} \alpha_{j} \psi_{m_{j}}^{h}\right) \\
& =\sum_{i=1}^{N_{e}} \sum_{j=1}^{N_{e}} a\left(\alpha_{i} \psi_{m i}^{h}, \alpha_{j} \psi_{m_{j}}^{h}\right) \\
& =\sum_{i=1}^{N_{e}} \sum_{j=1}^{N_{e}} \alpha_{i} a\left(\psi_{m i}^{h}, \psi_{m_{j}}^{h}\right) \alpha_{j} \\
& =\alpha \cdot \underline{\underline{A_{m}}} \cdot \underline{\alpha},
\end{aligned}
$$

and

$$
\underline{\alpha} \cdot A_{m} \cdot \alpha>0
$$

if

$$
\underline{\alpha}=\operatorname{col}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{N e}\right) \neq \underline{O}
$$

which is the desired result. Therefore $A_{n}$ is positive definite, thus invertible.

Since $A_{n}$ is invertible, the solution can be expressed as

$$
\begin{equation*}
\underline{\phi_{m}}=A_{m}^{-1} \cdot \underline{S}_{m}^{\psi}+A_{m}^{-1} \cdot j_{m}^{\psi} \tag{3.11}
\end{equation*}
$$

and the flux in the coarse-mesh $\Omega_{m}$ is from (3.8),
$\left.\phi_{m}^{h}(\Omega)=\left[\underline{\psi}_{m}^{h}(\Omega)\right]^{\top} \cdot \underline{\underline{A_{m}}} \cdot \underline{S_{m}^{\psi}}+\left[\underline{\psi}_{m}^{h}(\Omega)\right]\right]^{\top} \cdot \underline{A_{m}^{-1}} \cdot \mathcal{J}_{m}^{\psi} \quad \cdots$

### 3.3. Response Matrices Generation

In order to generate the response matrices from the solution (3.11) it is necessary to expand the response current, which is the outward partial current $\bar{j}_{n}^{-}\left(r_{s}\right)$, in an appropriate set of basis functions. In addition, it is necessary to determine the source term $s_{n}(\underline{r})$ and the inward partial current $j_{n}^{-}\left(r_{s}\right)$.

The outward partial current $j_{n}^{+}\left(r_{s}\right)$ is expanded in piecewise polynomials defined on the boundary of the coarse mesh $\delta \Omega_{m}$. Since $j_{n}^{+}\left(r_{s}\right)$ is defined as the partial current in the direction of the vector $\underline{n}\left(r_{s}\right)$ normal to the boundary $f \Omega_{m}$, it is necessary to exclude corners or edges of $\delta \Omega_{m}$, where $\underline{n}\left(r_{s}\right)$ is discontinuous, and allow $j_{n}^{+}\left(r_{s}\right)$ to be discontinuous at these points. Then the polynomials are continuous only along each side of $\delta \Omega_{m}$ for two-dimensional problems, or continuous on each face of $\delta \Omega_{m}$ for three-dimensional problems. Let the boundary $\delta \Omega_{m}$ contain $N_{s}$ nodes and define $\psi_{s_{m i}}^{h}\left(r_{s}\right), i=1, \ldots, N_{s}, \psi_{S_{m i}}^{h} \in S^{h}$, functions with unitary value at node $i$ and zero at the remaining nodes. For convenience the $\psi_{s m i} h\left(r_{s}\right)$ are chosen to be piecewise polynomials, continuous between corners or between edges.

Therefore the outward partial current can be expanded in the boundary basis functions,

$$
\begin{equation*}
f_{m}^{+}\left(\underline{n}_{s}\right)=\left[\psi_{s_{m}}^{h}\left(\underline{n}_{s}\right)\right]^{\top} \cdot j_{m}^{+} \tag{3.12}
\end{equation*}
$$

where

$$
\begin{aligned}
& \psi_{s_{m}}^{\mu_{s}}\left(n_{s}\right)=\operatorname{col}\left(\psi_{s_{m}}\left(n_{s}\right), \psi_{m_{m_{2}}}\left(n_{s}\right), \ldots, \psi_{s_{N_{s}}}\left(n_{s}\right)\right), \\
& \dot{j}_{m}^{+}=\cot \left(j_{m_{1}}^{+}, j_{m_{2}}^{+}, \ldots, j_{m N_{s}}^{+}\right)
\end{aligned}
$$

The source term $s_{n}(\underline{r})$ and the inward partial current $j_{n}^{-}\left(r_{s}\right)$ from the assembly calculation can be equated to the source $S_{n}(\underline{r})$ and inward partial current $J_{n}^{-}\left(r_{s}\right)$ in the global calculation as follows

$$
\begin{equation*}
S_{m}(\pi)=[\Psi(\pi)]^{\top} \cdot S_{m} \tag{3.13}
\end{equation*}
$$

and

$$
\begin{equation*}
j_{m}^{-}\left(\pi_{s}\right)=\left[\Psi_{s}\left(\underline{\pi}_{s}\right)\right]^{T} \cdot J_{m}^{-} \tag{3.14}
\end{equation*}
$$

where

$$
\Psi(\pi)=\cot \left(\Psi(\pi), \Psi_{2}(\pi), \ldots, \Psi_{L}(\pi)\right)
$$

and $\Psi_{s}(\underline{\pi})=\operatorname{col}\left(\Psi_{s_{1}}\left(\underline{\pi}_{s}\right), \Psi_{s_{2}}\left(\pi_{s}\right), \ldots, \Psi_{s_{k}}\left(\pi_{s}\right)\right)$,
are the global volumetric and boundary basis functions, respectively, and $S_{n}$ and $J_{n}^{-}$are defined in (2.10).

Inserting the expression (3.13) into the definition of $\underline{S}_{\underline{S_{m}^{*}}}$ in (3.10) one obtains

$$
\underline{S}_{m}^{\psi}=\left(\psi_{m}^{h}(\Omega),[\Psi(\pi)]^{T} \cdot \underline{S_{m}}\right)
$$

or

$$
\begin{equation*}
\underline{S}_{m}^{\psi}=\left[\underline{\underline{T_{\psi}}}\right] \cdot \underline{S_{m}}+[\square \tag{3.15}
\end{equation*}
$$

where

$$
\underline{\underline{\psi}}_{\underline{\Psi}}=\left(\underline{\psi_{m}^{h}}(\pi),[\underline{\Psi}(\pi)]^{\top}\right)
$$

is a $N_{e} \mathrm{xL}$ matrix.
Similarly, inserting expression (3.14) into the definition of $j_{m} \psi^{-}$in (3.10) one gets

$$
\dot{j}_{m}^{\psi-}=2\left\langle\psi_{m}^{h}\left(n_{s}\right),\left[\Psi_{s}\left(\mu_{s}\right)\right]^{T} \cdot J_{m}^{-}\right\rangle
$$

or

$$
\begin{equation*}
\underline{f}_{m}^{\psi-}=2 \underline{\underline{T_{\psi}}} \underline{F}_{5} \cdot f_{m} \tag{3.16}
\end{equation*}
$$

where

$$
\bar{T}_{\Psi_{s}}=\left\langle\psi_{m} h\left(n_{s}\right),\left[\Psi_{s}\left(\underline{n}_{s}\right)\right]^{T}\right\rangle
$$

is a $N_{e} x K$ matrix.

Finally, inserting expressions (3.15) and (3.16) into equation (3.11), the flux can be expressed as

Since the desired quantity is the outward partial current $j_{n}^{+}\left(r_{s}\right)$ on the coarse mesh boundary, one uses the diffusion approximation for the partial current,

Approximating $j_{n}^{+}\left(r_{s}\right)$ and $\phi(\underline{r})$ by expansion expression (3.12) and (3.8) , respectively, and defining the residual $\rho\left(r_{s}\right)$ as

$$
\begin{align*}
\rho\left(n_{s}\right)= & {\left[\psi_{s_{m}}^{h}\left(n_{s}\right)\right]^{\top} \cdot j_{m}^{+}-\frac{1}{4}\left[\psi_{m}^{h}\left(\pi_{s}\right)\right]^{T} \cdot \phi }  \tag{3.19}\\
& +\frac{1}{2} D\left(n_{s}\right) \nabla\left[\Psi_{m}^{h}(\pi)\right]_{n_{n} n_{s}} \cdot m\left(n_{s}\right) \cdot \phi
\end{align*},
$$

the outward partial current coefficients $j_{n}^{+}$can be obtaine by requiring the residual $\rho\left(r_{s}\right)$ to be orthogonal to the $\psi_{s_{m i}}^{h}\left(r_{s}\right), i=1, \ldots, N_{s}$,

$$
\begin{align*}
& \left\langle\underline{\psi_{s_{m}}^{h}}\left(n_{s}\right),\left[\psi_{s_{m}}^{h}\left(n_{s}\right)\right]^{T}\right\rangle_{\underline{m}}^{+}=\frac{1}{4}\left\langle\psi_{\underline{s}} h\left(n_{s}\right),\left[\psi_{m} h\left(n_{s}\right)\right]^{\top}\right\rangle \cdot \phi \\
& -\frac{1}{2}\left\langle\psi_{s_{m}}\left(\underline{n_{s}}\right), D\left(n_{s}\right) \nabla\left[\psi_{m}(\underline{\pi})\right]_{\underline{r}=n_{s}}^{T} \cdot \underline{m}\left(n_{s}\right) \cdot \phi\right. \tag{3.20}
\end{align*}
$$

Defining the $\mathrm{N}_{\mathrm{s}} \mathrm{XN}_{\mathrm{s}}$ matrix

$$
\underline{\underline{\psi_{s}} \psi_{s}}=\left\langle\psi_{\underline{s}}^{h}\left(r_{s}\right),\left[\psi_{\underline{\psi_{m}}}^{h}\left(r_{s}\right)\right]^{\top}\right\rangle,
$$

and the $\mathrm{N}_{\mathrm{s}} \mathrm{xN}_{\mathrm{e}}$ matrix

$$
\underline{\underline{T_{s}} \psi_{s}}=\left\langle\psi_{s_{m}}^{h}\left(n_{s}\right), D\left(n_{s}\right)\left[\psi_{m}^{h}(\underline{\pi})\right]_{\underline{\pi}=\pi_{s}}^{T} \cdot \underline{n}\left(\underline{n_{s}}\right)\right\rangle
$$

equation (3.20) can be concisely given as

$$
\begin{equation*}
T_{\psi_{s}} \psi_{s} \cdot j_{m}^{+}=\left\{\frac{1}{4} T_{\psi} \psi_{s}^{T}-\frac{1}{2} T_{D} \psi_{s} \psi\right\} \cdot \phi \tag{3.21}
\end{equation*}
$$

Inverting the positive definite matrix $\Pi_{\psi} \psi_{s}$ and substituting $\Phi$ from equation (3.17)

$$
\begin{align*}
j_{m}^{+} & =T_{\psi_{s} \psi_{s}}^{-1}\left\{\frac{1}{4} T_{\psi \psi_{s}}^{T}-\frac{1}{2} \underline{\underline{D} \psi_{s} \nabla \psi}\right\} \cdot A_{m}^{-1} \cdot T_{\psi} \cdot S_{m}  \tag{3.22}\\
& +T_{\psi_{s} \psi_{s}}=\left\{\frac{1}{2} T_{\psi \psi_{s}}^{T}-T_{D \psi_{s} \nabla \psi}\right\} \cdot A_{m}^{-1} \cdot T_{\psi_{S}} \cdot J_{m}^{-}
\end{align*}
$$

or

$$
\begin{equation*}
j_{n}^{+}=R_{m}^{s} \cdot \underline{S_{m}}+\underline{R}_{m}^{J^{-}} \cdot \underline{J_{m}^{-}} \tag{3.23}
\end{equation*}
$$

where

$$
\begin{aligned}
& R_{m}^{s}=T_{\psi_{s}}^{-1} \cdot\left\{\frac{1}{4} T_{\underline{\psi} \psi_{s}}^{T}-\frac{1}{2} T_{D \psi_{s}} \psi\right\} \cdot A_{m}^{-1} \cdot T \psi \psi \\
& \text { is a } N_{s} x L \text { matrix, }
\end{aligned}
$$

and

$$
R_{m}^{v^{-}}=T_{\psi_{s} \psi_{s}}^{-1} \cdot\left\{\frac{1}{2} T_{\psi \psi_{s}}^{T}-T_{D \psi_{s} \nabla \psi}\right\} \cdot A_{m}^{-1} \cdot T_{\psi \Psi_{s}}
$$

is a $N_{s} x K$ matrix.
The response matrices $R_{n}^{S}$ and $R_{n}^{\mathrm{J}^{-}}$connect the assembly level outward partial current $j_{n}^{+}\left(r_{s}\right)$ to the global neutron source $S_{n}(\underline{r})$ and global inward partial current $J_{n}^{-}\left(r_{s}\right)$, respectively. However, what is desired are global response matrices $\mathbb{R}_{n}^{\mathbf{S}}$ and $\mathbb{R}_{n}^{\mathcal{J}^{-}}$which connect the global outward partial currents $\bar{J}_{n}^{+}\left(r_{s}\right)$ to the global neutron source and inward partial current. These can be obtained by expanding the assembly level outward partial current $j_{n}^{+}\left(r_{s}\right)$ in the global basis functions $\Psi_{s k}\left(r_{s}\right), k=1, \ldots, k ;$ $\underline{r_{s}} \in \delta \Omega_{m}$, as

$$
\begin{equation*}
f_{m}^{+}\left(n_{s}\right)=\sum_{k=1}^{k} \Psi_{s k}\left(n_{s}\right) T_{m k}^{+} \tag{3.24}
\end{equation*}
$$

But equation (3.24) does not have a unique solution $J_{n}^{+} k, k=1, \ldots, k$, because $f_{n}^{+}\left(r_{s}\right)$ is expanded in a more refined set of basis functions (the assembly level basis functions versus the global basis functions $\Psi_{s k}\left(r_{s}\right)$. Therefore, equation (3.24) will be satisfied in a weak sense by applying the weighted residual method.

Recalling the expansion expression (3.12) for $j_{n}^{+}\left(r_{s}\right)$ and defining the residual $\beta\left(r_{s}\right)$ as

$$
\beta\left(r_{s}\right)=\left[\Psi_{s_{m}}\left(\underline{n}_{s}\right)\right]^{\top} \cdot \dot{J}_{m}^{+}-\left[\Psi_{s}\left(n_{s}\right)\right]^{\top} \cdot{\underline{J_{m}}}^{+}
$$

the global expansion coefficient $J_{n}^{+}$can be obtained by requiring the residual $\beta\left(r_{s}\right)$ to be orthogonal to the $\Psi_{s k}\left(\underline{r_{s}}\right), k=1, \ldots, k ; r_{s} \in \mathcal{S} \Omega_{m}$.

$$
\underline{\underline{T_{s}^{+}}}{ }_{\underline{\Psi_{s}}} \cdot J_{m}^{+}=\underline{\underline{T_{s}}} \Psi_{s} \cdot\left(\dot{J}_{m}^{+}=R_{n}^{s} \cdot S_{y}+R_{n}^{j} \cdot \underline{I n}^{(3.25)}\right.
$$

where

$$
\begin{aligned}
& T_{T_{s} \Psi_{s}}=\left(\oint_{\int_{\Omega_{m}}} \Psi_{s k}\left(\pi_{s}\right) \Psi_{s k^{\prime}}\left(\pi_{s}\right) d n_{s}\right)_{k k^{\prime}}, k, k^{\prime}=1, \ldots, k, \\
& \text { is a Kkk matrix, } \\
& T_{\underline{J_{s}}}^{\psi_{s}}=\left(\int_{\delta_{\Omega_{m}}} \Psi_{s_{k}}\left(r_{s}\right) \psi_{s_{m j}}\left(\pi_{s}\right) d r_{s}\right)_{k j}, k=1, \ldots, K ; \\
& j=1, \ldots, N_{s},
\end{aligned}
$$

$$
\text { is a } \mathrm{KxN}_{\mathrm{S}} \text { matrix. }
$$

Substituting $j_{n}^{+}$from expression (3.23) and inverting


$$
\begin{equation*}
{J_{m}^{+}}_{\underline{\mathbb{R}_{m}^{s}}}^{\underline{\underline{s}}} \cdot \underline{S_{m}}+\mathbb{R}_{m}^{\sigma^{-}} \cdot{J_{m}^{-}}^{-} \tag{3.26}
\end{equation*}
$$

where

$$
\underline{\mathbb{R}_{m}^{s}}=\underline{\underline{T_{s}^{-1}}} \bar{\Psi}_{s}^{-1} \cdot T_{\Psi_{s}} \psi_{5} \cdot R_{m}^{s}
$$

and

$$
\mathbb{R}_{m}^{J^{-}}=T_{\Psi_{s}^{-i}}^{-\Psi_{s}} \cdot T_{\Psi_{s} \psi_{s}} \cdot R_{m}^{J^{-}}
$$

are the desired response matrices for the global partial current calculations.

The construction of the response matrices $M^{\mathrm{M}}$ and $\mathrm{M}^{\mathrm{J}=}$ for the global flux $\Phi_{m}$ can be obtained from equation (3.17) by expanding. the local neutron flux $\phi_{n}(\underline{x})$ in the global basis functions $\mathbb{F}_{l}(\underline{r}), i=1, \ldots, L ; \underline{Z} \in \Omega_{m}$,

$$
\phi(\underline{n})=[\Psi(\underline{\pi})]^{T} \cdot \Phi_{m}
$$

Again the expansion coefficients $\Phi_{m}$ must be obtained by the weighted residual technique, and since $\phi_{n}(\underline{r})$ is given in terms of the basis functions $\psi_{m}^{h}(\pi)$, one obtains in a similar manner,

$$
\begin{equation*}
\Phi_{m}=\underline{T_{\Psi}^{-1}} \cdot T_{\Psi \psi} \cdot \Phi_{m} \tag{3.27}
\end{equation*}
$$

where $\bar{T}_{\Psi} \psi=\bar{T}_{\psi} T$, defined in the equation (3.15), and $\Psi_{\Psi \Psi}=\left(\int_{\Omega_{m}} \Psi_{l}(\Omega) \Psi_{l}(\Omega) d \Omega\right)_{l \ell^{\prime}, 1,1}=1, \ldots, L$. Substituting the equation (3.17) into the equation (3.27)

$$
\begin{equation*}
\Phi_{m}=M_{m}^{5} \cdot S_{m}+M_{m}^{J^{-}} \cdot \underline{J_{m}^{-}} \tag{3.28}
\end{equation*}
$$

where

$$
M_{m}^{v^{-}}=2{T_{\Psi \Psi}^{-1}}_{\underline{T}}^{\underline{T_{\Psi}}} \cdot A_{m}^{-1} \cdot T_{\psi} \Psi_{S}
$$

and

$$
M_{m}^{5}=T_{\underline{W}}^{-1} \cdot T_{\underline{W}} \cdot A_{m}^{-1} \cdot \underline{T_{\Psi}}
$$

are the desired response matrices for the global flux calculations.

## CHAPTER 4

COMPUTER IMPLEMENTATION

### 4.1. Basis Functions

The global basis functions for the neutron flux expansion and for the partial currents expansion in the reactor problem were defined in Chapter 2 for coarse meshes $\Omega_{m}, \mathrm{n}=1, \ldots, \mathrm{~N}$ as

$$
\Psi_{\ell}(\Omega) \quad, \ell=1, \ldots, L ; \underline{r} \in \Omega_{m}
$$

and

$$
\Psi_{s k}\left(\underline{\pi}_{s}\right), k=1, \ldots, K ; \underline{r}_{s} \in \delta \Omega_{m} \quad \text {, respectively }
$$

where $L$ is the number of indexed nodes on the coarse mesh $\Omega_{m}, K$ is the number of indexed nodes on the coarse mesh boundary $\delta \Omega_{m}$, and the number of nodes, $L$ and $K$, is dependent on the degree of the polynomials desired in the coarse mesh and on its boundary, respectively.

In the present investigation the geometry of the coarse mesh was chosen as a rectangle, since most of the practical problems in the reactor calculations can be solved with this geometry, but extension to the triangular geometry

does not impose any conceptual difficulties.
In a rectangular coarse mesh a simple scheme to
generate the polynomial elements, $\Psi_{l}(x, y), \ell=1, \ldots, L$, of any degree is to form a direct product of univariate Lagrange polynomials, e.g., a $(m+n)$ th degree element

$$
\Psi_{l}(x, y)=\alpha_{i}^{m}(x) \alpha_{j}^{m}(y)
$$

where

$$
\mathcal{L}_{i}^{m}(x)=\frac{\prod_{\substack{m^{\prime}=1 \\ m^{\prime} \neq i}}^{m}\left(x-x_{m^{\prime}}\right)}{\prod_{\substack{m^{\prime}=1 \\ m \neq j}}^{m}\left(x_{i}-x_{m^{\prime}}\right)}, \mathcal{L}_{j}^{m}(y)=\frac{\prod_{\substack{m \\ m^{\prime} \neq j}}^{m}\left(y-y_{m^{\prime}}\right)}{\prod_{\substack{m^{\prime}=1 \\ m^{\prime} \neq j}}^{m}\left(y_{j}-y_{m^{\prime}}\right)},
$$

and ( $x_{i}, y_{j}$ ) are the coordinates of the node $l$.
However the product of high order Lagrange polynomials results in a large number of internal nodes and tends to preserve very high order terms while neglecting some lower order terms.

A polynomial generation scheme which preserves the low order terms in the high degree elements generates the Serendipity elements. $(48,49)$ Figure 4.1 illustrates the number and the location of nodes for quadratic and cubic Serendipity elements.

It is convenient to define a local coordinate system for the polynomials and" simplify the calculation of
integrals which are transformed from the physical coordinate system to the local coordinate system. A convenient local coordinate system for rectangular elements may be defined by the following transformation,

$$
\xi=\left(x-x_{0}\right) / a ; \quad n=\left(y-y_{0}\right) / b,
$$

where $\left(x_{0}, y_{0}\right)$ are the coordinates of the center of an arbitrary rectangle, and $a$ and $b$ are the dimensions of the rectangle.
In the local coordinate system the quadratic

Serendipity elements are

$$
\begin{gathered}
\Psi_{i}(\xi, \eta)=\frac{1}{4}\left(1+\xi \xi_{i}\right)\left(L+\eta \eta_{i}\right)\left(\xi \xi_{i}+\eta \eta_{i}-1\right) \\
i=1,3,6,8
\end{gathered}
$$

$$
\Psi_{i}(\xi, \eta)=\frac{1}{2}\left(1-\xi^{2}\right)\left(1+\eta \eta_{i}\right)
$$

$$
i=2,7
$$

$$
\Psi_{i}(\xi, \eta)=\frac{1}{2}\left(L+\xi \xi_{i}\right)\left(L-\eta^{2}\right),
$$

where $\left(\bar{Z}_{i}, \eta_{i}\right)$ are the local coordinates of the node $i$. Similarly, the cubic Serendipity elements are

$$
\Psi_{i}(\xi, \eta)=\frac{1}{32}\left(L+\xi \xi_{i}\right)\left(L+\eta_{1}\right)\left[-L 0+9\left(\xi^{2}+\eta^{2}\right)\right]
$$




Fig. 4.1 Nodes for Serendipity elements, $\Psi_{l}(\xi, \eta)$, (a)quadratic, (b)cubic.

(a) $K=12$

(b) $K=16$

Fig. 4.2 Nodes for Lagrange polynomials, $\Psi_{s k}\left(\underline{r_{s}}\right)$, (a)quadratic, (b)cubic.

$$
\begin{array}{r}
\Psi_{i}(\xi, n)=\frac{9}{32}\left(1+3 \xi_{i}\right)\left(1-\eta^{2}\right)(1+9 \eta \eta i), \\
i=5,6,7,8 ; \\
\Psi_{i}(\xi, n)=\frac{9}{32}\left(1+9 \xi \xi_{i}\right)\left(1-\xi^{2}\right)\left(1+\eta \eta_{i}\right), \\
i=2,3,10,11 .
\end{array}
$$

The basis functions $\Psi_{s k}\left(r_{s}\right), k=1, \ldots, k$, for the partial currents expansion on the coarse mesh boundary $\delta \Omega_{m}$, is defined on each side of the rectangle as Lagrange polynomials. The corners are not included in the definilion because partial currents are defined according to the normal vector orientation, and the normal vector is not defined on the corners.

Figure 4.2 illustrates the nodes on the boundary of a coarse mesh for quadratic and cubic Lagrange polynomials.

The quadratic Lagrange polynomials in the local coordinates system are

$$
\Psi_{S_{i}}(\xi)=\frac{1}{2} \xi \xi_{i}\left(1+\xi \xi_{i}\right) \quad, i=1,3,7,9
$$

where $\xi_{i}$ is the abscissa of node $i$ on the faces $\left.( \}, \pm 1\right)$,

$$
\begin{array}{ll}
\Psi_{5 i}(\xi)=\left(1-\xi^{2}\right) & , i=2,8, \\
\Psi_{5 i}(\eta)=\frac{1}{2} \eta \eta i(1+n \eta i) & , i=4,6,10,12,
\end{array}
$$

where $\eta_{i}$ is the ordinate of node $i$ on the faces $( \pm 1, \eta)$

$$
\Psi_{5 i}(\eta)=\left(1-\eta^{2}\right) \quad, i=5,11,
$$

The cubic Lagrange polynomials are

$$
\Psi_{5 i}(\xi)=\frac{1}{16}\left(1+3 \xi_{i}\right)\left(9 \xi^{2}-1\right) \quad, i=1,4,9,12,
$$

$$
\Psi_{s_{i}}(\xi)=\frac{9}{16}(1+933 i)\left(1-3^{2}\right) \quad, i=2,3,10,11
$$

$$
\Psi_{5 i}(\eta)=\frac{1}{16}(1+\eta \eta i)\left(9 \eta^{2}-1\right) \quad, i=5,8,13,16,
$$

$$
\Psi_{5 i}(\eta)=\frac{9}{16}\left(1+9 \eta \eta_{i}\right)\left(1-\eta^{2}\right) \quad, i=6,7,14,15
$$

The basis functions to be used in the generation of the response matrices were defined for coarse meshes $\Omega_{m}$, $n=1, \ldots, N$, in Chapter 3, as

$$
\psi_{m i}^{h}(\Omega) \quad, i=1, \ldots, N_{e}, \underline{r} \in \Omega_{m},
$$

and $\psi_{s_{m i}}\left(\pi_{s}\right), i=1, \ldots, N_{s}, r_{s} \in \delta \Omega_{m}$, where $N_{e}$ and $N_{s}$ are the number of volume nodes and boundary nodes, respectively, of $\Omega_{m}$. The $\psi_{m i}^{h}(\pi)$ and $\psi_{s m i}^{h}(\Omega)$ basis functions are used for the neutron flux expansion and for the partial current expansions, respectively, in the assembly level calculation.

(a)nodes for $\psi_{m i}^{\ell}(\underline{r}), i=1, \ldots, N_{e}$

(b)nodes for $\psi_{s m i} h_{s}\left(r_{s}\right), i=1, \ldots, N_{s}$

Fig. 4.3 Nodes for quadratic Serendipity elements,
$\psi_{m i}^{h}(\underline{r})$, and for piecewise polynomials, $\psi_{\mathrm{smi}}\left(r_{g}\right)$, in the coarse mesh $\Omega_{m}$ subdivided in 4 subdomains $\Omega_{m m}$, $m=1, \ldots, 4$.

To illustrate, Fig. 4.3 shows a coarse mesh divided in $M$ subdomains, $\Omega_{m m}, \mathrm{~m}=1, \ldots, \mathrm{M}$, together with the volume nodes for quadratic Serendipity elements (flux expansion) and boundary nodes for quadratic Lagrange polynomials (current expansion).

The basis functions $\psi_{m i}^{h}(\underline{r})$ have the value unity at node $i$ and the value zero at the remaining nodes, and $\psi_{m i}^{h}(\underline{r})$ is defined on the subdomains over which the common node $i$ is defined. Within each subdomain the basis function $\psi_{m i}^{d}(\underline{r})$ is a serendipity polynomial as defined above. The basis functions $\quad \psi_{S m i}^{h}\left(r_{S}\right)$ are each defined on only one side of the coarse mesh, with the corners representing double nodes, one for each side. This is consistent with the behavior of the partial carrents at a corner, where a discontinuous change in the outward normal $\underline{n}\left(r_{s}\right)$ occurs. For convenience $\psi_{s_{m i}}^{h}\left(r_{s}\right)$ are defined as piecewise Lagrange polynomials.

For illustrative purposes the response matrices defined in equation (3.31) were generated for a typical light water reactor. ${ }^{(47)}$ using the basis functions defined above. Table 4.1 and Table 4.2 contain the response matrices $\mathbb{R}_{m}^{r^{-}}$and $\mathbb{R}_{n}^{s}$, respectively. Figure 4.4 illustrates the outward partial currents due to a flat inward partial current incident on one face of the coarse mesh. Figure 4.5 shows the outward partial currents due to a constant neutron source within the coarse mesh. The


## $J=1$

$1.01{ }^{2} \stackrel{3}{\mathrm{E}} \mathrm{E}-01.0625 \mathrm{E}-02$ $2.6463 \mathrm{E}-01 \quad 5.2577 \mathrm{E}-02$ $\begin{array}{ll}2.6463 \mathrm{E}-01 & 5.2577 \mathrm{E}-02 \\ 1.0101 \mathrm{E}-01 & 4.3352 \mathrm{E}-02\end{array}$ $1.0101 \mathrm{E}-01 \quad 4.3352 \mathrm{E}-02$ $\begin{array}{ll}3.0302 \mathrm{E}-01 & 3.6101 \mathrm{E}-01 \\ 5.9121 \mathrm{E}-02 & 1.7200 \mathrm{E}-02\end{array}$ $5.9121 \mathrm{E}-02 \quad 1.7200 \mathrm{E}-0$ $\begin{array}{ll}2.3907 \mathrm{E}-02 & 4.8690 \mathrm{E}-02 \\ 6.1030 \mathrm{E}-03 & 2.3023 \mathrm{E}-03\end{array}$ $\begin{array}{ll}6.1030 \mathrm{E}-03 & 2.3023 \mathrm{E}-03 \\ 1.8764 \mathrm{E}-02 & 3.2142 \mathrm{E}-03\end{array}$ $\begin{array}{rr}1.8764 \mathrm{E}-02 & 3.2142 \mathrm{E}-03 \\ 6.1031 \mathrm{E}-03 & -0.0087 \mathrm{E}-05\end{array}$ $2.3907 \mathrm{E}-02-6.5670 \mathrm{E}-03$ 5.9121E-02 $9.2669 \mathrm{E}-04$ 3.0302E-01 -4.9940E-02
4
$4.0690 \mathrm{E}-02$
$1.7200 \mathrm{E}-02$
$3.6101 \mathrm{E}-01$
$4.3351 \mathrm{E}-02$
$5.2576 \mathrm{E}-02$
$-4.8624 \mathrm{E}-02$
$-4.9940 \mathrm{E}-02$
$9.2667 \mathrm{E}-04$
$-6.5671 \mathrm{E}-03$
$-6.0100 \mathrm{E}-05$
$3.2142 \mathrm{E}-03$
$2.3023 \mathrm{E}-03$
2. 3023E-03

5
2.3907C-02 $5.9121 \mathrm{E}-02$ $5.9121 E-02$
$3.0302 \mathrm{C}-01$ 3.030 2C-01 1.0101E-01 2. $64635-01$ 1.0101L-01 $3.0303 \mathrm{~F}-01$ 5.9122C-02 $2.3907 \mathrm{E}-0$ $6.1031 \mathrm{C}-0$ 1.0764E-02
6.1030E-0

6
-6.5671E-03 9.2671E-04 $9.2671 \mathrm{E}-04$
$-4.9940 \mathrm{E}-02$ $-4.9940 \mathrm{E}-02$ $-4.46211 E-02$ $5.2577 \mathrm{E}-02$ 4. $3351 \mathrm{E}-02$ 3.6101E-01 1.7200E-02 4.0690E-02 $2.3023 \mathrm{E}-03$ 3.2142E-03 -0.0004E-05
$I=1-8.0089 E-05$
3.2142E-03
2. $3023 \mathrm{E}-03$
4.8590E-02
1.7200E-02
$1.7200 \mathrm{E}-02$
3.6101E-01
$4.3351 E-02$ $5.2577 \mathrm{E}-02$ $-4.6624 E-02$ $-4.9940 \mathrm{E}-02$ $9.2672 E-04$ $-6.5671 E-03$

| 8 | 9 | 10 |
| :---: | ---: | ---: |
| $6.1029 \mathrm{E}-03$ | $2.3022 \mathrm{E}-03$ | $-4.9940 \mathrm{E}-02$ |
| $1.8764 \mathrm{E}-02$ | $3.2142 \mathrm{E}-03$ | $9.2669 \mathrm{E}-04$ |
| $6.1030 \mathrm{E}-03$ | $-8.0013 \mathrm{E}-05$ | $-6.5670 \mathrm{E}-03$ |
| $2.3907 \mathrm{E}-02$ | $-6.5671 \mathrm{E}-03$ | $-0.0094 \mathrm{E}-05$ |
| $5.9122 \mathrm{E}-02$ | $9.2672 \mathrm{E}-04$ | $3.2142 \mathrm{E}-03$ |
| $3.0303 \mathrm{E}-01$ | $-4.9940 \mathrm{E}-02$ | $2.3023 \mathrm{E}-03$ |
| $1.0101 \mathrm{E}-01$ | $-4.8624 \mathrm{E}-02$ | $4.8690 \mathrm{E}-02$ |
| $2.6463 \mathrm{E}-01$ | $5.2577 \mathrm{E}-02$ | $1.7200 \mathrm{E}-02$ |
| $1.0101 \mathrm{E}-01$ | $4.3351 \mathrm{E}-02$ | $3.6101 \mathrm{E}-01$ |
| $3.0303 \mathrm{E}-01$ | $3.6101 \mathrm{E}-01$ | $4.3351 \mathrm{E}-02$ |
| $5.9122 \mathrm{E}-02$ | $1.7200 \mathrm{E}-02$ | $5.257 \mathrm{E}-02$ |
| $2.3907 \mathrm{E}-02$ | $4.8690 \mathrm{E}-02$ | $-4.0624 \mathrm{E}-02$ |


| 11 | 12 |
| :---: | ---: |
| $3.0302 \mathrm{E}-01$ | $3.6101 \mathrm{E}-01$ |
| $5.9121 \mathrm{E}-02$ | $1.7200 \mathrm{E}-02$ |
| $2.3907 \mathrm{E}-02$ | $4.8690 \mathrm{E}-02$ |
| $6.1030 \mathrm{E}-03$ | $2.3023 \mathrm{E}-03$ |
| $1.0764 \mathrm{E}-02$ | $3.2142 \mathrm{E}-03$ |
| $6.1031 \mathrm{E}-03$ | $-0.0092 \mathrm{E}-05$ |
| $2.3907 \mathrm{E}-02$ | $-6.5671 \mathrm{E}-03$ |
| $5.9122 \mathrm{E}-02$ | $9.2660 \mathrm{E}-04$ |
| $3.0303 \mathrm{E}-01$ | $-4.9940 \mathrm{E}-02$ |
| $1.0101 \mathrm{E}-01$ | $-4.8525 \mathrm{E}-02$ |
| $2.6463 \mathrm{C}-01$ | $5.2577 \mathrm{E}-02$ |
| $1.0101 \mathrm{E}-01$ | $4.3351 \mathrm{E}-02$ |

$J=1$
$I=1 \quad 6.3409 \mathrm{E}-01$
$2-2.9444 \mathrm{E}-01$
$3-2.4938 \mathrm{E}-01$
$4-2.1498 \mathrm{E}-01$
$5-4.5290 \mathrm{E}-01$
$6-9.3160 \mathrm{E}-02$
$7-9.3158 \mathrm{E}-02$
$8-4.5291 \mathrm{E}-01$
$9-2.1499 \mathrm{E}-01$
$10-2.4938 \mathrm{E}-01$
$11-2.9444 \mathrm{E}-01$
$126.3410 \mathrm{E}-01$

| 2 | 3 | 4 |
| :---: | :---: | :---: |
| $5.0921 \mathrm{E}-01$ | $-2.4938 \mathrm{E}-01$ | $9.2104 \mathrm{E}-01$ |
| $2.2408 \mathrm{E}+00$ | $-2.9444 \mathrm{E}-01$ | $1.1206 \mathrm{E}+00$ |
| $5.0922 \mathrm{E}-01$ | $6.3409 \mathrm{E}-01$ | $7.9579 \mathrm{E}-02$ |
| $9.2104 \mathrm{E}-01$ | $6.3409 \mathrm{E}-01$ | $2.0479 \mathrm{E}-01$ |
| $1.1206 \mathrm{E}+00$ | $-2.9444 \mathrm{E}-01$ | $7.4403 \mathrm{E}-01$ |
| $7.9579 \mathrm{E}-02$ | $-2.4938 \mathrm{E}-01$ | $2.0479 \mathrm{E}-01$ |
| $2.0479 \mathrm{E}-01$ | $-2.1490 \mathrm{E}-01$ | $7.9574 \mathrm{E}-02$ |
| $7.4403 \mathrm{E}-01$ | $-4.5291 \mathrm{E}-01$ | $1.1206 \mathrm{E}+00$ |
| $2.0479 \mathrm{E}-01$ | $-9.3159 \mathrm{E}-02$ | $9.2105 \mathrm{E}-01$ |
| $7.9578 \mathrm{E}-02$ | $-9.3160 \mathrm{E}-02$ | $5.0921 \mathrm{E}-01$ |
| $1.1206 \mathrm{E}+00$ | $-4.5290 \mathrm{E}-01$ | $2.2480 \mathrm{E}+00$ |
| $9.2105 \mathrm{E}-02$ | $-2.1499 \mathrm{E}-01$ | $5.0921 \mathrm{E}-01$ |


| 5 | 6 |
| :---: | :---: |
| $7.9575 \mathrm{E}-02$ | $-2.1498 \mathrm{E}-01$ |
| $1.1206 \mathrm{~F}+00$ | $-4.5290 \mathrm{E}-01$ |
| $9.2105 \mathrm{E}-01$ | $-9.3160 \mathrm{E}-02$ |
| $5.0921 \mathrm{E}-01$ | $-9.3158 \mathrm{E}-02$ |
| $2.2488 \mathrm{E}+00$ | $-4.5290 \mathrm{E}-01$ |
| $5.0922 \mathrm{E}-01$ | $-2.1499 \mathrm{E}-01$ |
| $9.2104 \mathrm{E}-01$ | $-2.4938 \mathrm{E}-01$ |
| $1.1206 \mathrm{E}+00$ | $-2.9444 \mathrm{E}-01$ |
| $7.9576 \mathrm{E}-02$ | $6.3409 \mathrm{E}-01$ |
| $2.0479 \mathrm{E}-01$ | $6.3409 \mathrm{E}-01$ |
| $7.4403 \mathrm{E}-01$ | $-2.9444 \mathrm{E}-01$ |
| $2.0479 \mathrm{E}-01$ | $-2.4938 \mathrm{E}-01$ |


| 7 | 8 |
| :---: | :---: |
| $2.0479 \mathrm{E}-01$ | $-9.315 \mathrm{EE}-02$ |
| $7.4402 \mathrm{E}-01$ | $-4.5290 \mathrm{E}-01$ |
| $2.0479 \mathrm{E}-01$ | $-2.1499 \mathrm{E}-01$ |
| $7.9575 \mathrm{E}-02$ | $-2.4930 \mathrm{E}-01$ |
| $1.1206 \mathrm{E}+00$ | $-2.9444 \mathrm{E}-01$ |
| $9.2105 \mathrm{E}-01$ | $6.3409 \mathrm{E}-01$ |
| $5.0921 \mathrm{E}-01$ | $6.3409 \mathrm{E}-01$ |
| $2.2480 \mathrm{E}+00$ | $-2.9444 \mathrm{E}-01$ |
| $5.0922 \mathrm{E}-01$ | $-2.4938 \mathrm{E}-01$ |
| $9.2104 \mathrm{E}-01$ | $-2.1499 \mathrm{E}-01$ |
| $1.1206 \mathrm{E}+00$ | $-4.5290 \mathrm{E}-01$ |
| $7.9576 \mathrm{E}-02$ | $-9.3159 \mathrm{E}-02$ |



__ coarse mesh with 4 subdomains( $2 \times 2$ )
--- coarse mesh with 16 subdomains ( $4 \times 4$ )

Fig. 4.4 Outward partial currents due to the constant inward partial current on the bottom.(a)cubic elements,(b)quadratic elements.(arbitrary units)

___ coarse mesh with 4 subdomains ( $2 \times 2$ )

-     -         - coarse mesh with 16 subdomains ( $4 \times 4$ )

Fig. 4.5 Outward partial currents (arbitrary units) due to the constant source within the coarse mesh. (both quadratic and cubic elements yield almost same results)
results using quadratic and cubic elements are almost coincident, because the outward partial current due to an isotropic uniform source is not expected to be a sensitive function of spatial position.

The basis functions $\psi_{m}^{A}(\pi)$ and $\psi_{s m i}^{h}(\pi)$ are chosen as quadratic elements, and the degree of approximation is varied by changing the number of subdomains in the coarse mesh $\Omega_{m}$.

### 4.2. Inner Iterations Scheme

The one-group global response matrix equations for the reactor problem were given by equations (2.16), (2.17), and (2.18), which for convenience are rewritten below as

$$
\begin{align*}
& \mathbb{J}^{+}=\mathbb{R}^{\pi^{-}} \cdot \mathbb{J}^{-}+\mathbb{R}^{5} \cdot \mathbb{S}  \tag{4.1}\\
& \mathbb{I}^{-}=\mathbb{H} \cdot \mathbb{I}^{+}  \tag{4.2}\\
& \mathbb{I}=\mathbb{M}^{\mathbb{I}^{-}} \cdot \mathbb{I}^{-}+\mathbb{M} \cdot \underline{S} \tag{4.3}
\end{align*}
$$

For a given source $\mathscr{D}^{5}$, an iterative scheme used to determine either $\mathbb{U}^{+}$or $\underline{J}^{-}$is termed an inner iterations scheme. A convenient form for the inner iterations scheme is obtained by inserting equation (4.2) into (4.1), yielding

$$
\begin{equation*}
\pi^{+}=\mathbb{R}^{\pi^{-}} \cdot H^{+} \cdot \mathbb{I}^{+}+\mathbb{R}^{5} \cdot S \tag{4.4}
\end{equation*}
$$



Fig. 4.6-Coarse mesh ordering and outward partial currents, represented by arrows, for quadratic elements.

In rectangular geometry it is convenient to change the subscripts of the coarse meshes $\Omega_{m}, \mathrm{n}=1, \ldots, \mathrm{~N}$, to ( $i, j$ ), $i=1, \ldots, i_{\text {max }} ; j=1, \ldots, j_{\text {max }}$, such that a coarse mesh $\Omega(i, j)$ and its neighbors $\Omega(i \pm 1, j \pm 1)$ can be ordered as illustrated in Figure 4.6.

With this transformation the permutation matrix $H$ can be represented by the following algorithm,

$$
\begin{align*}
& \underline{J^{-}}(i, j)=\underline{T}_{1} \cdot \underline{J}^{+}(i+1, j)+\underline{T}_{2} \cdot \underline{J}^{+}(i, j+1)  \tag{4.5}\\
&+\underline{T}_{3} \cdot J^{+}(i-1, j)+\underline{T}_{4} \cdot \underline{J}^{+}(i, j-1) \\
&, i=1, \ldots, i_{\max } ; j=1, \ldots, j_{\max }
\end{align*}
$$

where $\underline{J}^{ \pm}(i, j)=\operatorname{col}\left(J_{1}{ }^{ \pm}(i j), J_{2}^{ \pm}(i, j), \ldots, J_{12}^{ \pm}(i, j)\right)$,

$$
\left.\stackrel{\mathrm{T}_{1}}{=}=\left[\begin{array}{llll}
0 & 0 & \underline{\underline{p}} & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \quad, \quad \begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & \underline{\underline{p}} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

$$
\stackrel{T_{3}}{=}=\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\underline{\underline{N}} & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \quad, \quad \stackrel{T_{4}}{=}=\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & \mathrm{P} & 0 & 0
\end{array}\right],
$$

$\underline{P}=\left(\begin{array}{lll}0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0\end{array}\right)$ for quadratic elements,
and for boundary coarse mesh $\Omega(i, j)$ the boundary conditions are explicitly included in the calculational scheme by assessing values for some of the elements of the inward partial current $\underline{J}^{-}(i, j)$ (e.g., $J_{k}^{-}(i, j)=0$ for vacuum boundary conditions, where $k$ is a node on the boundary of the reactor).

The inner iterations scheme represented by the equation (4.4) can be given by the algorithm

$$
\begin{aligned}
& \underline{J^{+}}(i, j)=\mathbb{R}^{5}(i, j) \cdot\left[\underline{\underline{T_{1}}} \cdot \underline{J}^{+}(i+1, j)+\underline{T}_{2} \cdot \underline{J}^{+}(i, j+1)\right. \\
& \left.+\underline{T}_{\underline{3}} \cdot \underline{J^{+}}(i-1, j)+T_{4} \cdot \underline{J^{+}}(i, j-1)\right]+\mathbb{R}^{5}(i, j) \cdot S(i, j), \\
& i=1, \ldots, i_{\max } ; j=1, \ldots, j_{\max }
\end{aligned}
$$

Explicit representation of the Jacobi matrix equation is shown in Figure 4.7. From the graph theory ${ }^{(2)}$, the matrix can be seen to be a consistently ordered 2-cyclic block-Jacobi matrix; hence Gauss-Seidel iteration will converge twice as fast as block-Jacobi iteration. (2)

Therefore the iterative scheme adopted in the present investigation is the Gauss-Seidel method which may be represented by the following algorithm


$$
\begin{align*}
& \underline{J}^{+}(i, j)=\underline{R}^{(t)}(i, j) \cdot\left[\underline{\underline{T}} \cdot \underline{U^{+}}(i+1, j)+\underline{\underline{T}} \cdot \underline{\underline{J}^{+}}(i, j+1)\right. \\
& \left.+\underline{\underline{T}} \cdot \underline{\underline{J}^{+}}(i-1, j)+\underline{\underline{T_{4}}} \cdot \underline{\underline{J}^{+}}(i, j-1)\right]  \tag{4.7}\\
& +\underline{R}^{s}(i, j) \cdot \underline{S}(i, j) \quad, t=1,2,3, \ldots
\end{align*}
$$

where it is assumed that the progression through the mesh is to the right and down (see Fig. 4.6). Other progression are readily treated.

### 4.3. Outer Iterations and Acceleration Schemes

The specific application of the finite element response matrix method is the solution of the two-group diffusion equation, assuming a fission source only in group 1,

$$
\left\{\begin{array}{l}
-\nabla D^{2}(\pi) \nabla \Phi^{2}(\pi)+\left(\Sigma_{a}^{2}(\pi)+\sum_{21}(\pi)\right) \Phi^{2}(\pi)= \\
\frac{1}{k}\left(\nu^{2} \Sigma_{g}^{2}(\pi) \Phi^{2}(\pi)+\nu^{2} \nabla_{\rho}^{2}(\pi) \Phi^{2}(\pi)\right)=\Delta^{(r)}(4.8) \\
-\nabla D^{2}(\Omega) \nabla \Phi^{2}(\pi)+\sum_{a}^{2}(\pi) \Phi^{2}(\pi)=\sum_{2 l}(\pi) \Phi^{2}(\Omega)
\end{array}\right.
$$

where $\quad \sum_{21}(r)$ is the down-scattering cross section, $\sum_{f}^{g}(r)$ is the fission cross section for group $g$, $\nu^{g}$ is the number of neutrons generated per fission event in group $g$,
and $k_{\text {eff }}$ is the eigenvalue to be determined.
The formulation of the response matrix method
used in the present investigation is based on the assumptimon that the source term comprises all types of neutron sources. Therefore the response matrices are generated by considering

$$
S^{1}(\pi)=\frac{1}{k_{i / f}}\left(\nu^{2} \sum_{g}^{1}(\pi) \Phi^{1}(\pi)+\nu^{2} \Sigma^{2}(\pi) \Phi^{2}(\pi)\right)
$$

as the source for group 1, and

$$
S^{2}(\pi)=\sum_{21}(\underline{\pi}) \Phi^{1}(\underline{\pi})
$$

as the source for group 2, such that the coupled equation (4.8) can be considered as being composed of two fixed source problems connected to each other by source terms.

The solution for a fixed source problem has already been obtained in equation (4.7), where the outward partial currents $\underline{U}^{+}$due to a specified source distribution $\underline{S}$ are obtained with inner iterations. The neutron flux is obtained by the equation (2.18) as

$$
\mathbb{I}^{g}=\mathbb{M}_{g}^{J} \cdot \underline{I}^{g}+\mathbb{M}_{g}^{\$} \cdot \underline{S}^{g}, g=1,2,
$$

where $\mathbb{\#}^{g}$ is the expansion coefficients for the global
flux $\Phi^{g}(\underline{x})$.

The eigenvalue problem (4.8) can then be solved by the power method ${ }^{(2-4)}$ with an iterative scheme known as outer iterations or source iterations ${ }^{(50)}$, which is given by the algorithm (the outer iteration)

Step 1 -Guess $k_{0}^{(0)}, \Phi^{2(0)}(\Omega)$ and $\Phi^{(0)}(\pi)$ and compute

$$
S^{1(0)}(\pi)=\frac{1}{k_{\text {el }}^{(0)}}\left(\nu^{2} \sum_{j}^{1}(\pi) \Phi^{1(0)}(\pi)+\nu^{2} \sum_{\sigma}^{2}(\eta) \Phi^{2(0)}(\pi)\right)
$$

Step 2 - Solve the fixed source problem for group 1, (the inner iteration).

$$
-\nabla D^{1}(\pi) \nabla \Phi^{\prime}(\pi)+\left(\sum_{a}^{1}(\pi)+\sum_{\pi_{1}}(\pi)\right) \Phi^{(t)}(\pi)=5^{(\pi-1)}(\pi),
$$

Step 3 - Calculate the source for group 2,

$$
S^{2(t)}(\pi)=\sum_{2 l}(\pi) \Phi^{(t)}(\pi),
$$

Step 4 - Solve the fixed source problem for group 2, (inner iterations)

$$
-\nabla D^{2}(\Omega) \nabla \Phi^{2^{2}(t)}(\Omega)+\sum_{a}^{2}(\Omega) \Phi^{2(t)}(\Omega)=S^{2(t)}(\Omega)
$$

Step 5 - Estimate the new eigenvalue,

$$
k_{e f f}^{(t)}=k_{e f f}^{(t-1)} \frac{\int_{\Omega}\left[\nu^{1} \sum_{j}^{1}(\pi) \Phi^{1}(t)+\nu^{2} \sum_{f}^{2}(\pi) \Phi^{2(t)}(\pi)\right] d \pi}{\int_{\Omega}\left[\nu^{2} \sum_{f}^{1}(\pi) \Phi^{1(t-1)}(\pi)+\nu^{2} \sum_{j}^{2}(\pi) \Phi^{2(t-1)}(\Omega)\right] d \pi}
$$

Step 6 - Estimate the new source for group 1 ,

$$
S^{1(t)}(\pi)=\frac{1}{k_{f f f}^{(t)}}\left[\nu^{1} \sum_{f}^{1}(\pi) \Phi^{1(t)}(\pi)+\nu^{2} \sum_{f}^{2}(\pi) \Phi^{2(t)}(\pi)\right]
$$

and iterate, $t=1,2,3, \ldots$, from step 1 through step 6 until the solutions $\Phi^{(t)}(\pi), \Phi^{2(t)}(\pi)$ and $k^{(t)}$ satisfy the required convergence criteria.

The matrix representation of the algorithm is presented in Appendix I.

In order to accelerate the convergence rate of outer iterations two acceleration schemes were considered: the asymptotic source extrapolation method (51) and the Chebyshev polynomial method. $(52,53)$ Both methods are described in Appendix I. To test the relative merits of these methods, a two-dimensional 2D-IAEA benchmark problem ${ }^{(47)}$ was solved applying the acceleration schemes to the finite element response matrix method.

Plotted in Figure 4.8 are the results obtained with the asymptotic source extrapolation method along with the results obtained without accelerating the outer iterations. The number of outer iterations is decreased, but


the number of inner iterations per outer iteration increases due to the extra inner iterations needed in order to reach the asymptotic convergence behavior, and the total computational time is increased.

A similar comparison of the Chebyshev polynomial method results with the results obtained without acceleration is shown in Figure 4.9. In this case the number of outer iterations in the accelerated calculations is decreased without the increase in the number of inner iterations per outer iteration observed with the asymptotic source extrapolation method. The net result is that the overall computational time is effectively shortened by about a factor of 2 .

Therefore, the Chebyshev polynomial method was chosen to accelerate the outer iterations in the finite element response matrix method.

## CHAPTER 5

EVALUATION OF THE FINITE ELEMENT RESPONSE MATRIX METHOD

The evaluation of the finite element response matrix method was performed by application to two types of reactor problems: a fixed source problem and two eigenvalue problems.

The fixed source problem consists of an idealized bare homogeneous core, and the eigenvalue problems are two benchmark problems that have been used for testing various coarse mesh methods.

The computations were performed with the Amdahl-470/V8 computer at the Computing Center at The University of Michigan.

### 5.1 Fixed Source Program

The simplified reactor used for the fixed source calculations is a $200 \mathrm{~cm} \times 200 \mathrm{~cm}$ bare uniform core composed of materials typical of a light water reactor. (50) A constant neutron source was imposed and only one energy group was utilized. (The one-group constants are shown in Appendix IV).

It is recognized that a bare uniform reactor is only of academic interest and should not be used in a test of
a coarse mesh method; however $r_{\text {, }}$ the main objective of this effort is to investigate the effects of varying several of the computational parameters, such as the convergence criteria for the inner iterations, the maximum number of inner iterations, the degree of polynomial approximations for the partial currents, and the number of subdomains in a coarse mesh. Experience gained from these parameter variations may then be utilized in the more practical benchmark problem calculations. The exact analytical solution for the bare uniform reactor obtained by Fourier series expansion is taken as the reference solution for the comparison of the results.

The partial currents in the reactor (global) calculation were approximated by quadratic and cubic polynomials and the basis functions used to generate the response matrices in the assembly (local) calculations for the coarse meshes are chosen to be quadratic polynomials. Various degrees of approximations are obtained by varying the number of subdomains in a coarse mesh. Two coarse mesh dimensions were considered, $20 \mathrm{~cm} \times 20 \mathrm{~cm}$ and $10 \mathrm{~cm} \times 10 \mathrm{~cm}$, and summaries of the calculations are succintly presented in Table 5.1 and Table 5.2 , respectively. The neutron flux distribution, illustrated in

Figure 5.l, displays a noticeable discontinuity at $x=80 \mathrm{~cm}$, although in the rest of the core the neutron flux calculated by the present method agrees very well with the

Table 5.1 －Bare homogeneous core calculation（fixed source problem）with 20cmx20cm coarse mestes．
$\phi^{-}=n e u t r o n$ flux at $X=80 c m$ in the $=i$ ght coarse mesh．
$\phi^{\prime}=n e u t r o n$ ilux at $\mathrm{K}=80 \mathrm{~cm}$ in the left coarse mesin．

|  | $\varepsilon_{J}$ |  |  | CPU（sec） |  | $Y=0$ |  |  | $Y=X$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | 宅感 | $\begin{aligned} & \text { Ðّ } \\ & \hline \\ & \hline \end{aligned}$ | $\phi^{-}$ | $\phi^{+}$ | $\phi / \phi^{+}$ | $\phi^{-}$ | $\phi^{+}$ | $\phi-/ \phi^{+}$ |
|  | ． 05 | 1x1 | 4 | ． 034 | ． 110 | ． 946 | ． 935 | 1.012 | .901 | ． 864 | 1.043 |
|  | ． 05 | $2 \times 2$ | 3 | ． 025 | ． 152 | ． 940 | ． 920 | 1.022 | ． 883 | ： 823 | 1.073 |
|  | ． 05 | 3 x | 3 | ． 025 | ． 296 | ． 936 | ． 916 | 1.022 | ． 875 | ． 815 | 1.074 |
|  | ． 05 | $4 \times 4$ | 3 | ． 025 | ． 658 | ． 934 | ． 914 | 1.022 | ． 872 | ． 812 | 1.075 |
| $\begin{aligned} & 0 \\ & \text { 足 } \\ & \overrightarrow{0} \end{aligned}$ | ． 05 | 1 | 4 | ． 0 | ． 1 | ． 946 | ． 935 | 1.012 | ． 901 | ． 864 | 1.043 |
|  | ． 05 | $2 \times 2$ | 4 | ． 054 | ． 257 | ． 921 | ． 925 | ． 996 | ． 852 | ． 852 | 1.000 |
|  | ． 05 | 3 | 3 | ． 042 | ． 456 | ． 932 | ． 936 | ． 996 | ． 867 | ． 864 | 1.003 |
|  | ． 05 | 4x4 | 3 | ． 042 | ． 903 | ． 931 | ． 935 | ． 996 | ． 866 | ． 863 | 1.003 |
|  | ． 0 | $1 \times$ | 6 | ． 048 | ． 122 | ． 932 | ． 920 | 1.013 | ． 879 | ． 842 | 1.043 |
|  | ． 01 | $2 x$ | 6 | ． 048 | ． 176 | ． 914 | ． 892 | 1.025 | ． 844 | ． 783 | 1.077 |
|  | ． 0 | 3 x | 6 | ． 047 | ． 32 | ． 910 | ． 888 | 1.025 | ． 838 | ． 777 | 1.079 |
|  | ． 01 | $4 \times 4$ | 6 | ． 048 | ． 667 | ． 909 | ． 887 | 1.025 | ． 835 | ． 775 | 1.077 |
| $\left\lvert\, \begin{gathered} 0 \\ 0 \\ 0 \\ 0 \end{gathered}\right.$ | ：0 | 1 | 6 | ． 07 | ． 18 | ． 932 | ． 920 | 1.013 | ． 8 | ． 843 | 1.043 |
|  | ． 0 | 2 | 6 | ． 080 | ． 284 | ． 908 | ． 912 | ． 996 | ． 83 | ． 833 | 1.001 |
|  | ． 0 | 3 | 6 | ． 081 | .497 | ． 906 | ． 909 | ． 997 | ． 830 | ． 825 | 1.006 |
|  | ． 01 | $4 \times 4$ | 6 | ． 080 | ． 938 | ． 905 | ． 908 | ． 997 | ． 829 | ． 824 | 1.006 |
|  | ． 00 | $1 \times 1$ | 10 | ． 079 | ． 156 | ． 924 | ． 913 | 1.012 | ． 869 | ． 832 | 1.044 |
|  | ． 001 | $2 \times 2$ | 10 | ． 078 | ． 205 | ． 907 | ． 885 | 1.025 | ． 836 | ． 775 | 1.079 |
|  | ． 001 | $3 \times 3$ | 10 | ． 07 | ． 348 | ． 904 | ． 882 | 1.025 | ． 830 | ． 769 | 1.079 |
|  | ． 001 | $4 \times 4$ | 10 | ． 079 | ． 711 | ． 903 | ． 881 | 1.025 | ． 828 | ． 768 | 1.078 |
| $\begin{aligned} & 0 \\ & \mathbf{y} \\ & \mathbf{3} \\ & 0 \end{aligned}$ | ． 00 | $1 \times$ | 10 | ． 13 | ． 24 | ． 924 | ． 913 | 1.012 | ． 869 | ． 832 | 1.044 |
|  | ． 00 | $2 \times 2$ | 10 | ． 12 | ． 3 | ． 902 | ． 905 | ． 997 | ． 826 | ． 824 | 1.002 |
|  | ． 001 | 3 x | 10 | ． 129 | ． 541 | ． 900 | ． 902 | ． 998 | ． 822 | ． 818 | 1.005 |
|  | 1.001 | $4 \times 4$ | 10 | ． 132 | 1.008 | ． 899 | ． 902 | ． 997 | ． 822 | ． 817 | 1.006 |
| Analytical Solution |  |  |  |  |  | ． 20004 | ． 9004 |  | 1.8217 | ． 8217 |  |

Table 5.2 - Bare homogeneous core calculation(fixed source problem) with 10 cmx 10 cm coarse mesher.
$\phi^{-}=n e u t r o n$ flux at $X=80 \mathrm{~cm}$ in the =ight coarse mesh. $\phi^{+}=n e u t r o n$ flux at $X=80 \mathrm{~cm}$ in the left coarse mesh.

|  | $\varepsilon_{J}$ |  |  | CPU(sec) |  | $\mathbf{Y}=0$ |  |  | $Y=X$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | $\stackrel{\rightharpoonup}{\circ}$ | $\phi^{-}$ | $\phi^{+}$ | $\phi^{-} / \phi^{+}$ | $\phi$ | $\phi^{+}$ | $\phi / \phi^{+}$ |
|  | . 05 | $1 \times 1$ | 5 | . 149 | . 259 | . 936 | . 935 | 1.001 | . 878 | . 876 | 1.002 |
|  | . 05 | $2 \times 2$ | 4 | . 120 | . 284 | . 942 | . 940 | 1.002 | . 883 | . 882 | 1.001 |
|  | . 05 | $3 \times 3$ | 4 | . 121 | . 434 | . 940 | . 939 | 1.001 | . 880 | . 879 | 1.001 |
|  | . 05 | $4 \times 4$ | 4 | . 120 | . 775 | . 939 | . 939 | 1.000 | . 878 | . 878 | 1.000 |
| $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | . 05 | $1 \times 1$ | 5 | . 249 | . 412 | . 936 | . 935 | 1.001 | . 878 | . 876 | 1.002 |
|  | . 05 | $2 \times 2$ | 4 | . 204 | . 469 | . 941 | . 941 | 1.000 | . 882 | . 884 | . 998 |
|  | . 05 | $3 \times 3$ | 4 | . 205 | . 667 | . 939 | . 940 | . 999 | . 879 | . 881 | . 998 |
|  | . 05 | $4 \times 4$ | 4 | . 204 | 1.127 | . 938 | . 940 | . 998 | . 879 | . 881 | . 998 |
|  | . 01 | $1 \times$ | 8 | . 233 | . 341 | :916 | . 914 | 1.002 | . 847 | . 843 | 1.005 |
|  | . 01 | $2 \times 2$ | 7 | . 204 | . 367 | .915 | . 913 | 1.002 | . 841 | . 838 | 1.004 |
|  | . 01 | $3 \times 3$ | 7 | . 204 | . 512 | . 913 | . 911 | 1.002 | . 839 | . 836 | 1.004 |
|  | . 01 | $4 \times 4$ | 7 | . 204 | . 860 | . 912 | .911 | 1.001 | . 838 | . 835 | 1.004 |
| $\begin{aligned} & 0 \\ & \text { O } \\ & \text { O } \\ & 0 \end{aligned}$ | . 01 | $1 \times$ | 8 | . 388 | . 552 | .916 | . 91 | 1.002 | . 847 | . 843 | 1.005 |
|  | . 01 | $2 \times 2$ | 7 | . 341 | . 599 | . 91 | . 91 | 1.000 | . 840 | . 84 | . 999 |
|  | .01 | 3 x | 7 | . 343 | . 813 | . 912 | . 91 | . 999 | . 838 | . 839 | . 999 |
|  | . 01 | $4 \times 4$ | 7 | . 343 | 1.264 | . 912 | . 912 | 1.000 | . 837 | . 838 | . 999 |
|  | . 00 | $1 \times 1$ | 14 | . 40 | . 509 | . 906 | . 904 | 1.002 | . 834 | . 830 | 1.005 |
|  | . 001 | $2 \times 2$ | 13 | . 373 | . 537 | . 902 | . 899 | 1.003 | . 825 | . 820 | 1.006 |
|  | . 001 | $3 \times 3$ | 13 | . 373 | . 686 | . 901 | . 898 | 9.002 | . 824 | . 819 | 1.006 |
|  | . 001 | $4 \times 4$ | 13 | . 373 | 1.037 | . 901 | . 898 | 1.002 | . 823 | 1.819 | 1.005 |
| $\left\lvert\, \begin{aligned} & 0 \\ & \underset{\sim}{0} \\ & \overrightarrow{0} \end{aligned}\right.$ | . 0 | $1 \times 1$ | 14 | . 669 | . 835 | . 906 | . 904 | 1.002 | . 834 | . 830 | 1.005 |
|  | . 001 | $2 \times 2$ | 13 | . 622 | . 881 | . 901 | . 901 | 1.000 | . 324 | . 823 | 1.001 |
|  | . 001 | $3 \times 3$ | 13 | . 622 | 1.095 | . 900 | . 900 | 1.000 | . 823 | . 822 | 1.001 |
|  | . 001 | $4 \times 4$ | 13 | . 622 | 1.545 | . 900 | . 900 | 1.000 | . 822 | . 822 | 1.000 |
| Analytical Solution |  |  |  |  |  | . 9004 | . 9004 |  | . 8217 | . 8217 |  |



Fig. 5.1 - Neutron fiux distribution in a bare homogeneous core calculated with quadratic partial currente. (20cmx20cm coarse mesh, $\varepsilon_{J}=.01,3 \times 3$ subdomains).
analytic solutions. One of the factors contributing to this discontinuity is the assumption of the response matrix method itself, which is based on the continuity of the partial currents across the coarse meshes but not on the continuity of the neutron fluxes.

When cubic polynomials are used for the partial currents the discontinuity is less pronounced than that with quadratic polynomials, and for both approximations the discontinuity decreases by increasing the number of subdomains in the coarse mesh. From the results observed in Table 5.1 and Table 5.2 the division of the coarse mesh in 9 subdomains(3x3) can be considered sufficiently fine since it yields results almost coincident to the results obtained with division in 16 subdomains ( $4 \times 4$ ).

The convergence criterion for the partial currents, $\varepsilon_{J}=.01$, yields results comparable to the results obtained with $\varepsilon_{J}=.001$, such that after approximately 6 inner iterations the results are almost converged to the results obtained with 10 inner iterations, in the calculations with $20 \mathrm{~cm} \times 20 \mathrm{~cm}$ coarse meshes.

From the above results, the inner iterations parameters to be used in the eigenvalue problems (with outer and inner iterations) can be estimated as:
a) the initial (first outer iteration) limit for the number of inner iterations should be approximately 5,
b) the initial (first outer iterations) limit for the convergence criterion for partial currents should be approximately $\varepsilon_{J}=.01$,
c) at least two inner iterations (in opposite sweeping directions) should be performed for each outer iteration,
d) the number of subdomains for each coarse mesh should be about 9 ( $3 \times 3$ ).
5.2 Eigenvalue Problem

The evaluation of the finite element response matrix method for more realistic configurations was performed by applying the method to two benchmark problems: the 2D-IAEA benchmark problem ${ }^{(47)}$ and a Biblis benchmark problem. (56)
5.2.1 2D-IAEA Benchmark Calculation

The 2D-IAEA benchmark problem ${ }^{(47)}$ is an idealized pressurized water reactor (PWR) problem with zone loading and a pure water reflector as illustrated in Figure 5.2 (diffusion parameters and cross sections are shown in Appendix IV). This problem was defined by participants of the 1971 IAEA panel on burn-up physics ${ }^{(57)}$ and the objective was to provide a convenient common basis for verifying new methods and for comparing the relative merits of various calculational methods of solution.


Upper octant: fuel assembly identification Lower octant: zone assignments
External boundaries: zero incident current
Symmetry boundaries: zero net current
Fig. 5.2-2D-IAEA benchmark problem. (47)

Reference solutions obtained with a fine mesh VENTURE ${ }^{(58)}$ calculation, which is a mesh-centered finite difference code, and a fine mesh $P D Q-7^{(1)}$ calculation, which is a mesh-cornered finite difference code, agree to within only $2 \%$ in assembly-averaged power distribution ${ }^{(18)}$, as illustrated in Figure 5.3. For the evaluation of the $:$ present method, however, the VENTURE solution is chosen as reference solution. One reason is that several VENTURE calculations were made and the reference solution was obtained by the Richardson extrapolation method and secondly because the mesh-centered scheme is considered by some investigators to be slightly more accurate than the mesh-cornered schemes. (18) The computational time for the VENTURE calculations is presented in Table 5.3.

Table 5.3 Computational time required for VENTURE calculation(17) (with IBM $360 / 91$ ) for different mesh sizes. ( $\Delta \mathrm{P} / \mathrm{P}$ is the relative deviation of assembly averaged power distribution.)

| Mesh width (cm) | $k_{\text {eff }}$ | $\begin{aligned} & \text { maximum } \\ & \|\Delta P / P\| \quad \text { (\%) } \end{aligned}$ | CPU (sec) |
| :---: | :---: | :---: | :---: |
| 5 | 1.02924 | 13.9 | 19 |
| ¢ 2.5 $v 1.25$ | 1.02944 | 5.2 | 204 |
| 1.25 | 1.02954 | 2.0 | 930 |
| l. 5837 $2 / 3$ | .020004 1.02958 | 0.32 | 4800 |
| extrapolated | 1.02960 | ref. solution | - |

2D IAEA Benchmark Problem


Fig. 5.3 - 2 D -IAEA assembly averaged power distribution calculated with corner mesh fine mesh(1 cm) finite difference scheme(PDQ-7).
Reference:center mesh finite difference scheme (VENTURE) with Richardson extrapolation.

The results of the finite element response matrix method is presented below and for the rest of the presentation an abbreviated expression is used to describe the calculational approximation adopted for each computation. The notation "9/4 quadratic calculation" refers to quadratic approximations for the global flux and partial currents, performed with 4 coarse meshes per fuel assembly ( $2 \times 2$ ), using response matrices generated (in the local calculation) with 9 subdomains ( $3 \times 3$ ) for each coarse mesh.

Table 5.4 presents the computational time required to generate the response matrix for one unique assembly and it can be noted that the processing time required for quadratic and cubic calculations is of the same order.

Table 5.4 Computational time required for response matrix generation.


The convergence of the calculational scheme is measured by comparing the nodal values of the neutron fluxes in two successive outer iterations, and from the results shown in Table 5.5 one can expect that the convergence limit, $\varepsilon_{\phi}$, of about $10^{-5}$ yields sufficiently converged results. As noted above, the convergence criterion for the partial currents in the global calculation was fixed at $\varepsilon_{J}=.01$.

Table 5.5 Effect of convergence criterion $\varepsilon_{\phi}$.

| Calculation | no. of outer <br> iterations | $\mathcal{E}_{\phi}$ | CPU (sec) | $k_{\text {eff }}$ | maximum <br> $1 \Delta P / P I(\%)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $16 / 1$ cubic | 34 | $10^{-3}$ | 10.5 | 1.0297 | -3.54 |
|  | 59 | $10^{-4}$ | 14.3 | 1.0298 | 1.39 |
| $4 / 1$ quadratic | 83 | $10^{-5}$ | 18.0 | 1.0298 | 1.16 |
|  | 23 | $10^{-3}$ | 3.5 | 1.0292 | 2.26 |
|  | 64 | $10^{-4}$ | 5.9 | 1.0293 | 4.04 |
|  |  | $10^{-5}$ | 7.1 | 1.0293 | 4.25 |

The summary of the 2D-IAEA benchmark calculations with the finite element response matrix method is presented in Table 5.6. One can conclude that with an increase inthe number of subdomains for response matrix generation the solution converges faster and the results

Table 5.6 - Summary of 2D-IA玉A benchmark calculations. (Benchmark $k_{\text {eff }}=1.02960$ )

| Calculation | No. of outer iterations | $\varepsilon_{\phi}$ | $\begin{aligned} & \mathrm{CPU} \\ & (\mathrm{sec}) \end{aligned}$ | $\mathrm{k}_{\text {eff }}$ | $\left\|\begin{array}{c} \text { maximum } \\ \|\Delta \mathrm{P}\| / \mathrm{P}(\%) \end{array}\right\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 4/1 quadratic | 64 | $1 . \times 10^{-5}$ | 7.1 | 1.0293 | 4.25 |
|  | 51 | $1 . \times 10^{-4}$ | 5.9 | 1.0293 | 4.04 |
| 9/1 quadratic | 66 | $1 . \times 10^{-5}$ | 8.2 | 1.0296 | 1.76 |
|  | 50 | $1 . \times 10^{-4}$ | 6.6 | 1.0296 | 1.52 |
| 16/1 quadratic | 66 | $1 . \times 10^{-5}$ | 10.2 | 1.0296 | . 83 |
|  | 42 | $1 . \times 10^{-4}$ | 7.9 | 1.0296 | . 54 |
| 9/4 quadratic | 150 | $3 . \times 10^{-5}$ | 47.4 | 1.0295 | 1.41 |
|  | 106 | $1 . \times 10^{-4}$ | 34.8 | 1.0294 | 1.18 |
| 16/4 quadratic | 150 | $2 . \times 10^{-5}$ | 49.8 | 1.0294 | . 77 |
|  | 90 | $1 . \times 10^{-4}$ | 32.4 | 1.0293 | . 26 |
| 4/1 cubic | 91 | $1 . \times 10^{-5}$ | 16.3 | 1.0298 | 2.04 |
|  | 72 | $1 . \times 10^{-4}$ | 13.1 | 1.0298 | 1.83 |
| 9/1 cubic | 99 | $1 . \times 10^{-5}$ | 18.3 | 1.0299 | 1.35 |
|  | 64 | $1 . \times 10^{-4}$ | 12.8 | 1.0299 | 1.47 |
| 16/1 cubic | 83 | $1 \cdot \times 10^{-5}$ | 18.0 | 1.0298 | 1.16 |
|  | 59 | $1 . \times 10^{-4}$ | 14.3 | 1.0298 | 1.39 |
| 9/4 cubic | 149 | $1 . \times 10^{-5}$ | 82.9 | 1.0295 | . 64 |
|  | 93 | $1 . \times 10^{-4}$ | 54.3 | 1.0295 | . 65 |
| 16/4 cubic | 150 | $1.3 \times 10^{-5}$ | 86.4 | 1.0294 | . 26 |
|  | 85 | $1 . \times 10^{-4}$ | 53.9 | 1.0294 | . 63 |

are improved. Better results are also obtained by increasing the number of coarse meshes per fuel assembly but with the penalty of increased computational time due to the slower convergence. The decrease in convergence rate with small mesh size is due to the fact that the spectral norm of the response matrix method increases with decreasing size of the coarse mesh (Appendix III). Examples of the assembly averaged power distribution are presented in Figure 5.4 and Figure 5.5, for $9 / 1$ quadratic calculation and 9/l cubic calculation, respectively.

The thermal neutron flux distribution in the core is illustrated in Figure 5.6 through Figure 5.9 for quadratic and cubic calculations, and compared with the detailed solution obtained with FEMB ${ }^{(47)}$ (second order Lagrange polynomials in rectangular elements). The results of the quadratic calculation (Figure 5.6) indicate noticeable disagreement in the core-reflector region, due to the poor interpolation properties of the quadratic polynomials in large $(20 \mathrm{~cm} \times 20 \mathrm{~cm})$ coarse meshes. The cubic calculation (Figure 5.7) with identical coarse meshes indicates better agreement in the neutron flux distribution in the neighborhood of the reflector. The results of smaller coarse meshes $(10 \mathrm{~cm} \times 10 \mathrm{~cm})$ are in much better agreement with the detailed FEMB solutions, and for these smaller coarse meshes, the cubic calculation (Figure 5.9) results in better agreement than the quadratic calculation
$2 D$ IAEA Benchmarik Problem


Fig. 5.4 -2D-IAEA assembly averaged power distribution obtained with $9 / 1$ quadratic calculation. ( $\varepsilon_{\phi=10^{-5}}$ )

2D IAEA Benchmarik Problem


Fig. 5.5-2D-IAEA assembly averaged power distribution obtained with $9 / 1$ cubic calculation $\left(\varepsilon_{\phi=10^{-5}}\right)$.





Pig. 5.9-2D-IAEA thermal neutron flux distribution obtained -1th $16 / 4$ cuijic calculasion $\left(\varepsilon \phi=1.3 \times 10^{-5}\right)$.
(Figure 5.8).
Except for the $4 / 1$ quadratic calculation, the results shown in Table 5.6 are well within the accuracy expected from a coarse mesh method. To illustrate, Table 5.7 contains results obtained with several well-known efficient coarse mesh methods, some of which are routinely used for production level calculations.

The results of $9 / 1$ and $16 / 1$ calculations for both quadratic and cubic approximations shown in Table 5.6 are relatively accurate and at the same time economical in view of the results shown in Table 5.7 , taking into account the size of the coarse meshes $(20 \mathrm{~cm} 20 \mathrm{~cm})$. Moreover, the fact that the spatial neutron flux distribution is available throughout the core for the finite element response matrix method, compensates for some extent the slight disadvantage in computation time. However, the extensive and expensive optimization of various internal parameters and detailed investigation of the acceleration (outer iterations) methods more suitable for the present calculational method should be considered before production level status is achieved.
5.2.2 Biblis Benchmark Calculation
The Biblis benchmark problem ${ }^{(56)}$ is an idealized PWR with checkerboard loading and reflected by water as illustrated in Figure 5.10 (diffusion parameters and cross

Table 5.7 2D-IAEA benchmark problem solved by coarse mesh methods. $17,18,20,47$ ).

| coarse mesh method | $\mathrm{k}_{\text {eff }}$ | maximum <br> $\|\Delta \mathrm{P}\| / \mathrm{P}(\%)$ | coarse mesh size | order | $\begin{aligned} & \mathrm{CPU}^{(\mathrm{b})} \\ & (\mathrm{sec}) \end{aligned}$ | no. of outer iterations |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { NEM (MEDIUM-2 } \\ & \text { program (17) }) \end{aligned}$ | 1.0296 | . 05 | $3 \mathrm{l} / 3 \mathrm{~cm}$ | 4 | 15.1 ${ }^{\text {(c) }}$ | 42 |
|  | 1.0298 | 1.67 | 10 cm | 4 | 4.17 | 26 |
|  | 1.0300 | 3.67 | 20 cm | 4 | 1.77 | 35 |
| NGFM ${ }^{(20)}$ | 1.0296 | . 71 | 20 cm | 2 | $1.8{ }^{\text {(c) }}$ | - |
| $\underset{\text { program }}{\text { FEM }(\text { FEM } 2 \mathrm{D}})$ | 1.0297 | 1.87 | 606 nodes | 2 | 35.8 | 76 |
|  | 1.0302 | 14.87 | 182 nodes ${ }^{(a)}$ | 2 | 6.8 | 40 |

(a) average of 2 triangular coarse meshes per assembly.
(b) CDC 6600 computer.
(c) CYBER 175 computer.


Fig. 5.10- Biblis benchmark problem. $5 \dot{6}$ )
sections are given in Appendix IV). This problem is highly nonseparable ( $x-y$ separability) and thus represents a severe challenge ${ }^{(56)}$ to the coarse mesh methods. Although there is no accurate fine mesh finite difference results available, two of the coarse mesh methods, NEM and NGFM, have produced results ${ }^{(56)}$ which agree to within $0.15 \%$ in assembly averaged power distribution as shown in Table 5.8. Therefore, the reference solution adopted for the evaluation of present investigation is the NEM solution obtained with $5.781 \mathrm{~cm} \times 5.781 \mathrm{~cm}$ coarse meshes.

Table 5.8 Biblis benchmark problem solved by coarse mesh methods. $(19,20,56)$

| coarse mesh <br> method | keff | maximum <br> $\mid \Delta \mathrm{P} / / \mathrm{P}(\%)$ | coarse mesh <br> size | order |
| :--- | :---: | :---: | :---: | :---: |
| NEM | 1.02511 | ref, solution | 5.781 cm | 3 |
| NGFM | 1.0251 | 1.6 | 23.1226 cm | 3 |
|  | 1.0251 | .15 | 3.854 cm | 2 |
|  | 1.0252 | 1.7 | 23.1226 cm | 2 |

From the summary of Biblis benchmark calculations presented in Table 5.9 , one concludes that the 11.561 cm x 11.561 cm coarse mesh calculations, i.e., the $16 / 4$ quadratic and $16 / 4$ cubic calculations, yield essentially the same results as the $5.781 \mathrm{~cm} x 5.781 \mathrm{~cm}$ NEM coarse mesh calcula-

Table 5.9 Summary of Biblis benchmark calculations.

| calculation | no. of outer iterations | $\varepsilon_{\phi}$ | $\begin{gathered} \text { CPU } \\ (\mathrm{sec}) \end{gathered}$ | $\mathrm{k}_{\text {eff }}$ | $\underset{\|\triangle P\| / P(\%)}{\text { maximum }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 9/1 quadratic | 73 | $1 \times 10^{-4}$ | 9.9 | 1.0255 | 2.79 |
|  | 99 | $1 \times 10^{-5}$ | 12.5 | 1.0255 | 2.51 |
| 16/1 quadratic | 66 | $1 \times 10^{-4}$ | 13.6 | 1.0253 | 1.72 |
|  | 99 | $3 \times 10^{-5}$ | 16.7 | 1.0253 | 1.17 |
| 16/4 quaratic | 101 | $1 \times 10^{-4}$ | 41.5 | 1.0250 | . 90 |
|  | 150. | $3 \times 10^{-5}$ | 55.6 | 1.0250 | . 20 |
| 9/1 cubic | 52 | $1 \times 10^{-4}$ | 13.9 | 1.0255 | 3.67 |
|  | 99 | $1 \times 10^{-5}$ | 21.8 | 1.0255 | 2.96 |
| 16/1 cubic | 54 | $1 \times 10^{-4}$ | 19.9 | 1.0254 | 2.11 |
|  | 99 | $2 \times 10^{-5}$ | 26.9 | 1.0254 | 1.55 |
| 16/4 cubic | 102 | $1 \times 10^{-4}$ | 70.5 | 1.0250 | . 87 |
|  | 150 | $2 \times 10^{-5}$ | 96.8 | 1.0250 | . 23 |

tion. Figures 5.11 and 5.12 illustrate this in more detail by comparing the assembly averaged power distribution for the reference solution (NEM), the nodal Green's function method (NGFM) solution, and $16 / 4$ quadratic and 16/4 cubic calculations, respectively. Computation times for the finite element response matrix solution are given in Table 5.9; however, computation times for the NEM and NGFM solution are not available.

Biblis Benchmark Problem


Fig. 5.11 -Biblis assembly averaged power distribution obtained with $16 / 4$ quadratic calculation. $\left(\varepsilon_{\phi}=3 . \times 10^{-5}\right)$

Biblis Benchmark Problem


Fig.5.12 - Biblis assembly averaged power distribution obtained with $16 / 4$ cubic calculation. $\left(\varepsilon_{\phi}=2 . \times 10^{-5}\right)$
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| -. 92 | -. 93 | -. 82 | -. 70 | -. 43 | -. 10 | +. 32 | +1.05 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5.600 | 5.655 | 6.385 | -6.279 | 5.616 | 5.084 | 5.690 | 5. 311 |  |
| 5.652 | 5.708 | 6.438 | 6.323 | 5.640 | 5.089 | 5.672 | 5.256 |  |
| 1 | $-.86$ | $-.82$ | -. 65 | -. 45 | -. 04 | +. 32 | +1.05 |  |
| , | 5.740 | 5.829 | 6.298 | 5.508 | 5.344 | 5.571 | 5.081 |  |
| ' | 5.790 | 5.877 | 6.339 | 5.533 | 5.346 | 5.553 | 5.028 |  |
| ; |  | $-.67$ | -. 58 | -. 34 | -. 04 | +. 37 | +1.10 |  |
|  |  | 5.775 | 5.693 | 5.783 | 4.784 | 4.841 | 4.319 |  |
|  |  | 5.814 | 5.726 | 5.803 | 4.786 | 4.823 | 4.272 |  |
|  |  |  | -. 40 | -. 19 | +. 10 | +. 48 | +1.17 |  |
|  |  |  | $\begin{aligned} & 5.990 \\ & 6.014 \end{aligned}$ | $\begin{aligned} & 5.372 \\ & 5.382 \end{aligned}$ | $\begin{aligned} & 4.927 \\ & 4.922 \end{aligned}$ | $\begin{aligned} & 3.984 \\ & 3.965 \end{aligned}$ | $\begin{aligned} & 2.860 \\ & 2.827 \end{aligned}$ |  |
|  |  |  |  | . 00 | +. 23 | +. 71 |  |  |
|  |  |  |  | $\begin{aligned} & 5.816 \end{aligned}$ | $\left\lvert\, \begin{aligned} & 5.158 \\ & 5.146 \end{aligned}\right.$ | $\begin{aligned} & 4.564 \\ & 1.532 \end{aligned}$ |  |  |
|  |  |  |  | $5.816$ | $5.146$ | $14.532$ |  |  |
|  |  |  |  |  | +. 51 | +1.10 |  |  |
|  |  |  |  |  | $\begin{aligned} & 6.248 \\ & 6.216 \end{aligned}$ | $\begin{aligned} & 3.585 \\ & 3.546 \end{aligned}$ |  |  |
|  |  |  |  |  |  | 1 |  | - |
|  |  |  |  |  |  |  | , |  |
|  |  |  | $\square$ | $\xrightarrow{-(\mathrm{Ca}} \times \mathrm{Ca}$ | c.-Re | f.)/Re ed (NEM $)$ | f. (\%) |  |

Fig. 5.13 - Biblis assembly averaged power distribution obtained with $16 / 1$ quadratic calculation. $\left(\varepsilon_{\phi}=3 . \times 10^{-5}\right)$

Biblis Benchmark Problem


Fig. 5.14-Biblis assembly averaged power distribution obtained with $16 / 1$ cubic calculation. $\left(\varepsilon_{\phi}=2 . \times 10^{-5}\right)$



F1g. 5.15-3iblis therial neutron distribution obtained 23.1226cm) With $16 / 4$ cubic calculation $\left(\varepsilon_{\phi}=2 . \times 10^{-5}\right)$.

It is also noted that $16 / 1$ quadratic and $16 / 1$ cubic calculations yielded results acceptable (within 2\% for assembly averaged power levels) for coarse mesh methods but with a significant improvement in computational time, compared with the $16 / 4$ quadratic and cubic calculations. Figures 5.13 and 5.14 present the results utilizing the 16/1 quadratic and $16 / 1$ cubic approximations, respectively.

The small relative increase in computational time when compared with 2D-IAEA benchmark calculation is primarily due to two causes: the increase in the number of different loading zones thus requiring generation of a greater number of response matrices and the slower convergence of the outer iterations caused by the highly nonseparable neutron flux distribution, which is illustrated in Figure 5.15.

## CHAPTER 6

## CONCLUDING REMARKS

### 6.1 Summary of Investigation

The present investigation examined an alternative formulation of the response matrix method implemented with the finite element method for application to coarse mesh reactor analysis.

The finite element method was applied in a two level scheme. The first level, the local (or assembly-level) calculation, utilized quadratic Serendipity elements to solve the weak form of the inhomogeneous diffusion equation subject to incoming partial current boundary conditions. The results of the local calculations are then used to generate the response matrices. The unique feature of the response matrix formulation is the use of two types of response matrices - one giving the response in the outgoing partial current on the boundary due to incoming neutrons which diffuse to the boundary (without absorption or outscatter) and the second type giving the response in the outgoing partial current due to a source within the node (inscatter or fission or external source). Conventional response matrix methods only utilize the former type of response matrix, which is then generalized to
include the response in the outgoing current due to the incoming neutrons which eventually reach the boundary. The second level of the finite element application is then to utilize the response matrices from the local calculation to solve for the global fluxes and currents. The global fluxes and currents are themselves expanded in either quadratic or cubic Serendipity elements (a user option), which are independent of the finite element basis functions used for the expansion of the local fluxes and currents. The unknown expansion coefficients for the global fluxes and currents are then solved for utilizing a Gauss-Seidel iterative method to sweep through the global mesh, until the partial currents and fluxes converge.

This alternative formulation of the response matrix method (two types of response matrices) has the advantage that it decouples the response matrix generation from the internal neutron multiplication factor, $\mathrm{k}_{\text {eff, }}$ since the response matrices are not a function of $k_{\text {eff }}$ as in the conventional response matrix formulation. Thus the expensive regeneration of response matrices during the global solution is avoided, which is a significant advantage. Secondly, the multigroup diffusion equation can be readily solved by standard source iteration methods (outer iterations). Finally, acceleration of the outer iterations convergence rate was obtained by using the Chebyshev polynomial method.

### 6.2 Conclusions

Based on the preceding discussion of the investigation into the finite element response matrix method for coarse mesh reactor analysis, the following conclusions are made:

1. The method was applied to the idealized zone loading PWR problem, the 2D-IAEA test problem, with excellent results. The error in the assembly averaged power distribution is within the error observed with fine mesh (about 1 cm ) finite difference calculations (VENTURE and PDQ-7) when compared with the reference extrapolated results. The savings in the computational time, therefore, are substantial given the comparable accuracy and the significant increase in the amount of information available, e.g., the detailed spatial neutron flux distribution. The disagreements in the neutron multiplication factor, $k_{e f f}$, are slight and well within the accuracy expected from coarse mesh methods.
2. An accurate comparison in the computational efficiency of the present method with some of the highly efficient production level coarse mesh codes, e.g., NEM and NGFM, is not possbile due to the difficulty in comparing relative efficiencies of different computers used with the various methods. However it would appear, using the information available $(59,60)$ concerning relative speeds for the various computers, that NEM and NGFM programs are
somewhat more efficient than the finite element response matrix method at the present stage. However, the fact that additional information is available with the finite element response matrix method, in particular the detailed neutron flux/power distribution, represents significant advantage for the present method. In addition, the unquestionable potential to incorporate additional capabilities such as treatment of spatially dependent cross sections, triangular geometry, and highly heterogeneous fuel assemblies, also compensate to some extent the relative increase in the computational time when compared with NEM and NGFM.
3. The successful application of the finite element response matrix method to the highly nonseparable problem, the Biblis PWR with checkerboard loading, has shown the capabilities of the present calculational method to solve practical problems with realistic loading configurations. In particular, the assembly averaged power distribution calculated with a relatively coarse mesh yielded essentially the same results as somewhat finer meshes for the NEM and NGFM methods.
4. Concerning the accuracy and efficiency of the finite element response matrix method as a function of polynomial order and mesh spacing, comparable results are obtained for the test problems with $9 / 1$ quadratic or $9 / 1$ cubic calculations, with the cubic elements yielding more accurate results than quadratic elements at the cost of a
slight increase in computational, time. The subdivision of the coarse mesh (assembly) into 9 subdomains to generate the response matrix is sufficiently accurate compared with the results with 16 subdivisions, and for smaller coarse mesh size (e.g., 9/4 calculation) the results are better but the convergence rate for the outer iterations decreases substantially due to the larger spectral norm of the iteration matrix for smaller mesh sizes, with consequent increase in computational time (about factor of 4).
5. The alternative formulation of the response matrix method, utilizing two types of response matrices, avoids the expense of recalculating the response matrices (or parameterizing them) as a function of $\mathrm{k}_{\text {eff. }}$. This is especially significant in fuel management analyses where all of the fuel assemblies (oreven portions of them) will have different burnups, hence different response matrices.
6. The present method is readily generalized to treat heterogeneous assemblies (e.g., waterholes or poison pins) or depletion induced spatial variations in the nodal cross sections. This is due to the fact that the use of the finite element method for the generation of the response matrices is not restricted to a homogeneous domain, although the current code does have this restriction. Thus the method is capable of generating detailed within-node neutron flux/power distributions in a heterogeneous assembly with little increase in computational time.

### 6.3 Recommendations for Further Study

Since the capabilities of the finite element response matrix method have been demonstrated in realistic reactor calculations, future effort should be expended to extend the calculational model and optimize the computational efficiency of the code. In particular, further study should be directed at the following:

1. The convergence of the outer iterations should be improved developing a more effective acceleration scheme, than the Chebyshev polynomial method used presently. For example, an examination of the theoretical foundations for the coarse mesh rebalance acceleration method ${ }^{(54)}$ with respect to the finite element response matrix method could be undertaken in order to develop an equivalent acceleration scheme to improve the convergence of the outer iterations.
2. Extend the present method to take into account the effect of depletion induced spatial cross sections variations, as suggested by Kavenoky and Lautard ${ }^{(23)}$ for the finite element method.
3. Provide a feedback calculational capability by treating separately small regions of the core (coarse mesh) and regenerating the response matrix only for these regions. Also a scheme which would allow inexpensive regeneration of the response matrix should be investigated to allow inclusion of a small spatially dependent perturbation into the inhomogeneous term( source term).
4. Generalize the response matrix generation to heterogeneous assemblies which would allow the treatment of local heterogeneities and would result in the calculation of local pin power peaking within the coarse mesh node.
5. The use of a triangular mesh (with the associated finite element) should be developed in order to extend the calculational capability to hexagonal fuel assemblies of fast reactors.
6. Improve the computational efficiency by optimizing the computational algorithm and the programming. For instance, higher order finite element approximations, e.g., cubic or quartic, should be investigated for the local calculation (generation of the response matrices) in order to improve the accuracy of the global calculations without excessive increase in the computational time.

APPENDICES

## APPENDIX I

## ACCELERATION SCHEMES

The outer iterations convergence of the finite element response matrix method was accelerated by two acceleration schemes: asymptotic source acceleration method and Chebyshev polynomial method.

In order to apply the asymptotic source acceleration method and the Chebyshev polynomial method to the response matrix method, the solutions given in the equations (2.20) and (2.21) is rewritten for a fixed source problem as (for group g)

$$
\begin{aligned}
& j+\left(\pi-M^{*}=o H\right)^{-1} r^{s} s \\
& \left.\phi-M^{3} j^{+}+m^{2} s i=10\right)
\end{aligned}
$$

$$
\mathbb{Z}^{g}=\mathbb{K}_{g} \cdot S^{g} \quad \phi=M^{-}\left(I-R^{J} \cdot H\right)^{-1} R^{5} \cdot S+1^{3} \cdot S
$$

where

$$
\mathbb{K}_{g}=\left[\underline{\underline{M}} g^{J} \cdot\left(\underline{I I}-\mathbb{R}_{g}^{5} H_{g}^{-}\right)^{-1} \cdot \mathbb{R}_{g}^{5}+\mathbb{M} g^{5}\right]
$$

Therefore the problem (4.8) can be given as

$$
\left\{\begin{array}{l}
\mathbb{B}^{1}=\mathbb{K}_{1} \cdot \delta^{1}  \tag{III}\\
\mathbb{\mathbb { S }}^{2}=\mathbb{K}_{2} \cdot \Phi^{2}
\end{array}\right.
$$

where

$$
\begin{aligned}
& \mathbb{S}^{1}=\frac{1}{k_{H}}\left[\mathbb{F}_{1} \cdot \mathbb{\#}^{2}+\mathbb{F}_{2} \cdot \mathbb{H}^{2}\right] \\
& \mathbb{S}^{2}=\mathbb{T}_{21} \cdot \mathbb{H}^{1}
\end{aligned}
$$

$$
\mathbb{F}_{g}, g=1,2, \text { is (LN) } \times(L \times N) \text { diagonal with }
$$

$$
\text { elements } \|^{g} \sum_{8 i}^{g}, i=1, \ldots,(L x N)
$$

$$
\mathbb{W 2 1}^{\underline{1}} \text { is (LPN) } \times(L x N) \text { diagonal matrix }
$$

$$
\text { with elements } \sum_{21 i}, i=1, \ldots,(L x N)
$$

and $\nu^{g} \sum_{f}^{g}(x)$ and $\sum_{21}(x)$ were expanded in the same basis functions as $\Phi^{g}(r)$, with $\mathcal{V}_{\mathcal{S}_{i}}^{9}$ and $\sum_{21}$ as expansion coefficients, respectively.

Defining

$$
\begin{equation*}
\underline{Y}=\mathbb{F}_{1} \cdot \mathbb{B}^{1}+\mathbb{F}_{2} \cdot \mathbb{D}^{2} \tag{IN}
\end{equation*}
$$

the equations (I.1) yield

$$
\begin{align*}
& \mathbb{I}^{1}=\frac{1}{k_{\# 1}} \mathbb{K}_{1} \cdot Y \\
& \mathbb{\Phi}^{-2}=\frac{1}{k_{2}} \mathbb{K}_{2} \cdot \mathbb{Z}_{21} \cdot \mathbb{K}_{1} \cdot Y \tag{IT}
\end{align*}
$$

and introducing the equation (I.3) into the equation (I.2), one gets

$$
Y=\frac{1}{k_{i} \|} \underline{\underline{K}} \cdot \underline{Y}
$$

where

$$
K=\mathbb{F}_{1} \cdot \mathbb{K}_{1}+\sqrt{F_{2}} \cdot \mathbb{K}_{2} \cdot \mathbb{M}_{21} \cdot \mathbb{K}_{1}
$$

Now the outer iterations can be given by the power method (source iteration method) as

$$
\begin{equation*}
y^{(t)}=\frac{1}{k_{f_{f}}} \underline{K} \cdot Y^{(t-1)}, t=1,2, \ldots \ldots \tag{I,4}
\end{equation*}
$$

Asymptotic Source Extrapolation
The asymptotic source extrapolation method ${ }^{(51)}$
assumes that some previous outer iterations are performed such that $\underline{Y}^{(t)}$ has reached asymptotic convergence behavior where higher eigenmodes are sufficiently dampened and the error is dominated by the first eigenmode.

$$
\text { Assume } k_{0}>k_{1} \geqslant k_{2} \geqslant \ldots, 1 \geqslant k_{L x N-1}>0 \text {, where } k_{i} \text { is }
$$ the eigenvalue of K ,

$$
\underline{K} \cdot \varphi_{i}=k_{i} \underline{\varphi_{i}}
$$

and $\underline{\varphi}_{i}, i=0,1, \ldots, L \times N-1$, are the eigenvectors of $\underline{\underline{K}}$.
For finite difference equations this assumption has been proven to be valid (54) but for the response matrix method one has to assume its validity because the proof is not available. The positivity ${ }^{(3)}$ of $\mathbb{K}_{1}$ and $\mathbb{K}_{2}$ cannot be proven for the response matrix method, because the elements of the response matrices $\mathbb{R}_{i}^{J^{-}}$are not strictly positive.

## Expand

$$
\underline{y}^{(0)}=\sum_{i=1}^{\angle N N} a_{i} \underline{\varphi}_{i}
$$

and assume that convergence has reached an asymptotic behavior such that $k_{f f}^{(t)}=k_{0}$, then for iteration $t$,

$$
\begin{aligned}
& \underline{Y}^{(t)}=\underline{\varphi_{0}}+a_{1}\left(\frac{k_{1}}{k_{0}}\right)^{t} \varphi_{L}\left\{1+O\left[\left(\frac{k_{2}}{k_{1}}\right)^{t}\right]\right\} \\
& \underline{y}^{(t)}=y^{(\infty)}+\underline{y}^{1} \sigma^{t}
\end{aligned}
$$

where $\quad \sigma=k_{1} / k_{0}$ is the dominance ratio, and $\underline{Y}^{(\infty)}$ is the fundamental mode to be determined. The eigenvector $Y^{\prime}$ can be estimated by two successive . iterations as

$$
Y^{i}=\frac{Y^{(t)}-Y^{(t-1)}}{\sigma^{(t-1)}(\sigma-1)}
$$

such that the estimate of the fundamental mode is given by

$$
\underline{y}^{(\infty)}=y^{(t)}+\frac{\bar{\sigma}}{1-\bar{\sigma}}\left(y^{(t)}-y^{(t-1)}\right)
$$

where $\bar{\sigma}$ is the estimate of dominance ratio obtained by a procedure based on the error decay rate as described in Ref. 51.

Chebyshev Polynomial Method
The convenient form of the response matrix method in order to apply the Chebyshev polynomial method can be obtained by rewriting the equations (III) as

$$
\left[\begin{array}{cc}
\underline{\underline{I}} & \underline{O} \\
-\mathbb{K}_{2} \mathbb{T}_{21} & \underline{\underline{I}}
\end{array}\right] \cdot\left[\begin{array}{l}
\underline{\Phi}^{2} \\
\underline{\Phi}^{2}
\end{array}\right]=\frac{1}{k_{l}}\left[\begin{array}{cc}
\mathbb{K}_{1} \mathbb{F}_{1} & \mathbb{K}_{\underline{1}} \mathbb{F}_{2} \\
\underline{0} & \underline{\underline{0}}
\end{array}\right] \cdot\left[\begin{array}{l}
\Phi^{1} \\
\underline{\Phi}^{2}
\end{array}\right]
$$

or succintly

$$
\mathbb{B}^{12}=\frac{1}{k_{e f f}} \mathbb{P} \cdot \mathbb{H}^{12}
$$

where
assuming that the inverse exists.
Then the outer iterations can be given by the power method as

$$
\underline{\Phi}^{(12(t)}=\frac{1}{k_{1 / 1}^{(t-1)}} \mathbb{P} \cdot \mathbb{P}^{12(t-1)}, t=1,2, \ldots
$$

The eigenvalues of $P$ are again assumed $\mathrm{k}_{\mathrm{o}}>\mathrm{k}_{1} \geqslant \mathrm{k}_{2} \geqslant \ldots \geqslant \mathrm{k}_{\mathrm{LxN}-1}>0$ and the corresponding eigenvectors are $X_{i}, i=0, \ldots, L x N-1$, that is

$$
\underline{\mathbb{P} X_{i}}=\underline{k_{i}} \underline{X_{i}}
$$

Assume a sufficiently converged eigenvalue is available, $k_{f f}^{(t)} \simeq k_{o}$, after $t$ iterations.

The Chebyshev polynomial method as shown by Hageman and Pfeifer ${ }^{(53)}$ can be derived by choosing the accelerated solutions as a linear combination of eigenvector iterates $\mathbb{I}^{12(t)}$ such that

$$
\begin{equation*}
\mathbb{\Phi}^{* 12(t+p)}=a_{o p} \Phi^{12(t)}+a_{1 p} \mathbb{I}^{2(t+1)}+\ldots+a_{p p} \mathbb{\Phi}^{\prime 2(t+p)} \tag{IT}
\end{equation*}
$$

Expanding

$$
\mathbb{\#}^{12(t)}=\sum_{i=1}^{I} c_{i} X_{i}
$$

normalized such that $c_{1}=1$, the equation (I.5) becomes

$$
\begin{equation*}
\mathbb{\Phi}^{* 2(t+p)}=\sum_{i=1}^{I} c_{i} \sum_{j=0}^{p} a_{j p}\left(\frac{k_{i-1}}{k_{0}}\right)^{j} X_{i}, \tag{I.6}
\end{equation*}
$$

and if one defines becomes :

$$
P_{p}(y)=\sum_{j=0}^{P} a_{j p} y^{j} \quad, \text { equation (I.6) }
$$

$$
\begin{equation*}
\mathbb{I}^{*}=P_{p}^{(t+p)} \underline{X}_{1}+\sum_{i=2}^{I} c_{i} P_{p}\left(\frac{k_{i-1}}{k_{0}}\right) X_{i} \tag{IT}
\end{equation*}
$$

The accelerated solution is obtained by choosing $P_{p}(y)$ such that $P_{p}(1)=1$ and $\max _{o \leqslant y \leqslant \sigma}\left|P_{p}(y)\right|$ is minimized,' which is the classical Chebyshev minimax property. The polynomials $P_{p}(y)$ are therefore Chebyshev polynomials given by

$$
P_{p}(y)=C_{p}\left(\frac{2 y}{\sigma}-1\right) / C_{p}\left(\frac{2}{\sigma}-1\right)
$$

where

$$
C_{p}(y)= \begin{cases}\cosh \left(p \operatorname{coth}^{-1} y\right), y \geqslant 1 \\ \cos \left(p \cos ^{-1} y\right), & -1 \leqslant y \leqslant 1\end{cases}
$$

Using the recursion relationship for Chebyshev polynomials, the acceleration scheme can be given by the algorithm

$$
\mathbb{\Phi}^{12(t+p)}=\frac{1}{k_{1 / 4}^{(t+p-1)}} \stackrel{\mathbb{P}}{=} \cdot \mathbb{\Phi}^{12(t+p-1)}
$$

$$
\begin{aligned}
& \mathbb{H}^{* 12(t+p)}=\mathbb{\#}^{*} 2^{(t+p-1)}+\alpha_{p}\left[\mathbb{D}^{12(t+p)}-\mathbb{H}^{12(t+p-1)}\right] \\
& +\beta\left[\mathbb{\#}^{*} 12(t+p-1)-\mathbb{\#}^{*} 12(t+p-2)\right], \\
& R_{\|}^{(t+p)}=R_{\|}{ }_{\|}^{(t+p-1)} / / \mathbb{P}^{* 12(t+p)} / / /\left\|\mathbb{I}^{\#^{12}(t+p-1)}\right\| \text {, } \\
& p=1,2, \ldots,
\end{aligned}
$$

where

$$
\begin{aligned}
& \alpha_{1}=2 /(2-\bar{\sigma}) \quad, \beta_{1}=0 \\
& \alpha_{p}=\frac{4}{\bar{\sigma}}\left\{\frac{\cosh [(p-1) \gamma]}{\cosh [p \gamma]}\right\} \\
& \beta_{p}=\left(1-\frac{\bar{\sigma} / 2}{2}\right) \alpha_{p}-1 \\
& \gamma=\cosh ^{-1}(2 / \bar{\sigma}-1)
\end{aligned}
$$

$\overline{0}$. is the estimate of dominance ratio obtained from the decay rate of the error

$$
\bar{\sigma}=\lim _{t \rightarrow \infty}\left(\frac{\mathbb{E}^{(t)^{\top}} \cdot \mathbb{E}^{(t)}}{\mathbb{E}^{(t-1)^{\top}} \cdot \mathbb{E}^{(t)}}\right)^{\frac{1}{2}}
$$

where

$$
\mathbb{E}^{(t)}=\mathbb{F}^{12(t)}-\mathbb{H}^{12(t-1)}
$$

## APPENDIX II

## VARIATIONAL FORMULATION OF DIFFUSION EQUATION

The quadratic functional (the definition of each term is given in Chapter 31 for the coarse mesh $\Omega_{m}$

$$
\begin{aligned}
F\left(\psi_{m}\right)= & \int_{\Omega_{m}}\left[D_{m}(n) \nabla \psi_{m}(n) \nabla \psi_{m}(n)+\sum_{a_{m}}(n) \psi_{m}(n) \psi_{m}(n)\right. \\
- & \left.2 s_{m}(n) \psi_{m}(n)\right] d n+\frac{1}{2} \oint_{\Omega_{m}}\left[4 j_{m}\left(n_{s}\right)-\psi_{m}(n)\right] d n_{s} \\
& \psi_{m}(n) \in H_{2},
\end{aligned}
$$

has a minimum for $\psi_{m}=\phi_{m}$, where $\phi_{m}$ is the solution of the diffusion equation (assembly level calculations)

$$
-\nabla D_{m}(\Omega) \nabla \phi_{m}(\Omega)+\sum_{a_{m}}(\Omega) \phi_{m}(\Omega)=S_{m}(\Omega), \pi \in \Omega_{m},(I I .2)
$$

subject to the boundary condition

$$
\dot{j_{m}}\left(n_{s}\right)=\frac{1}{4} \phi_{m}\left(r_{s}\right)+\left.\frac{1}{2} D_{m}\left(n_{s}\right) \nabla \phi_{n}\left(n_{n}\right)\right|_{n_{=}=n_{s}} \cdot m\left(n_{s}\right) \quad, r_{s} \in \delta_{\Omega_{m}},
$$

and the interface conditions of continuity of current and flux.

PROOF: Define the bilinear functional

$$
G\left(\phi_{m} ; \psi_{n}\right)=\int_{\Omega_{m}}\left[D_{m}(I) \nabla \phi_{n}(\Omega) \nabla \psi_{m}(I)+\sum_{Q_{m}}(I) \phi_{m}(\Omega) \psi_{m}(\Omega)\right] d n
$$

and use the definitions in Chapter 3 for the volume and boundary inner products to express $F\left(\psi_{m}\right)$ as follows

$$
\begin{align*}
F\left(\psi_{m}\right)= & b\left(\psi_{m}, \psi_{m}\right)-2\left(5_{m}, \psi_{m}\right)  \tag{III}\\
& +\frac{1}{2}\left\langle 4 j_{n}-\psi_{m}, 4 j_{m}-\psi_{m}\right\rangle, \psi_{n} \in H_{2}^{1}
\end{align*}
$$

Now multiply equation (II.2) by $\psi_{m}(r)$ and integrate over $\Omega_{m}$,

$$
\begin{gather*}
\int_{\Omega_{m}} \psi_{m}(\Omega)\left[-\nabla \cdot D_{m}(\underline{n}) \nabla \phi_{m}(n)\right] d n+\int_{\Omega_{m}} \psi_{m}(\Omega) \sum_{a_{m}}(\Omega) \phi_{m}(\pi) d \underline{n}= \\
 \tag{IIT}\\
\int_{\Omega_{m}} \psi_{m}(\underline{\pi}) s_{m}(\Omega) d \underline{\pi}
\end{gather*}
$$

The objective is to include the boundary condition on $\delta \Omega_{m}$ by an integration by parts; however, $\psi_{m}(r)$ $\left(\in H_{2}^{l}\right.$ ) is a continuous function with discontinuous first derivatives within $\Omega_{m}$ and one cannot directly integrate equation (II.4) by parts. But if the domain is partitioned in $M$ subdomains $-\Omega_{m m}, m=1, \ldots, M$ such that $\psi_{m}(r)$ has continuous first derivatives within each $\Omega_{m m}$, the integral involving the derivative can be expressed as a summation of integrals yielding

$$
\begin{equation*}
\sum_{m=1}^{M} \int_{-\Omega_{m m}} \psi_{m}(\pi)\left[-\nabla \cdot D_{m}(\pi) \nabla \phi_{\eta}(\pi)\right] d \pi+ \tag{III}
\end{equation*}
$$

$$
\int_{\Omega_{m}} \psi_{m}(\Omega) \sum_{a_{m}}(\Omega) \phi_{m}(\Omega) d \pi=\int_{\Omega_{m}} \psi_{m}(\pi) s_{m}(\pi) d \pi .
$$

Denoting the summation term as $\Sigma$, each integral in the summation can be integrated by parts to yield

$$
\begin{aligned}
& \sum=\sum_{m=1}^{M}\left\{\int_{\Omega_{a_{m m}}} D_{m}(n) \nabla \phi_{m}(\pi) \nabla \psi_{m}(n) d \Omega-\int_{\Omega_{m m}} \nabla \cdot\left[\psi_{m}(n) D_{m}(n) \nabla \phi_{m}(\pi)\right] d n\right\}
\end{aligned}
$$

where $\eta_{m}\left(r_{s}\right)$ is the vector normal to the boundary $\delta \Omega_{m m}$ But the interface condition of continuity of current, $-D_{m}(n) \nabla \phi_{m}(n)$, eliminates all of the interior surface intrgrails, and the boundary condition on the outer boundary $\delta \Omega_{m}$ can be applied to yield

$$
\Sigma=\int_{\Omega_{m}}(\Omega) \nabla \phi_{m}(\Omega) \nabla \psi_{m}(\Omega) d \Omega-\oint_{\Omega_{\Omega_{m}}} \psi\left(n_{s}\right)\left[2 j_{m}\left(n_{s}\right)-\frac{1}{2} \phi_{m}\left(n_{s}\right)\right] d r_{s} .
$$

Inserting $\sum$ into equation (II.5) yields

$$
\begin{aligned}
& \int_{\Omega_{m}} D_{n}(\pi) \nabla \phi_{m}(\pi) \nabla \psi_{m}(\eta) d \underline{n}-2 \oint_{\Omega_{m}} i_{n}\left(\pi_{s}\right) \psi\left(n_{s}\right) d n_{s} \\
& +\frac{1}{2} \oint_{\delta_{\Omega_{n}}} \phi_{m}\left(\Omega_{s}\right) \psi_{m}\left(\Omega_{s}\right) d n_{s}+\int_{\Omega_{m}} \sum_{a_{m}}(\underline{\pi}) \phi_{m}(\Omega) \psi_{m}(\Omega) d \underline{\pi} \\
& =\int_{\Omega_{m}} s_{m}(\pi) \psi_{m}(\pi) d \Omega,
\end{aligned}
$$

which in terms of $b\left(\phi_{m}, \psi_{m}\right)$ and the volume and boundary inner products can be written as

$$
\begin{array}{r}
b\left(\phi_{m}, \psi_{m}\right)+\frac{1}{2}\left\langle\phi_{m}, \psi_{m}\right\rangle=  \tag{IIT}\\
\left(s_{m}, \psi_{m}\right)+2\left\langle j_{m}, \psi_{m}\right\rangle
\end{array}
$$

or rearranging

$$
\begin{equation*}
\left(s_{n}, \psi_{m}\right)=b\left(\phi_{n}, \psi_{n}\right)-\frac{1}{2}\left\langle 4 j_{m}^{-}-\phi_{m}, \psi_{m}\right\rangle \tag{III}
\end{equation*}
$$

Inserting equation (II.7) into equation (II.3),

$$
\begin{align*}
F\left(\psi_{m}\right)=b & \left(\psi_{m}, \psi_{m}\right)-2 b\left(\phi_{m}, \psi_{m}\right)+\left\langle 4 j_{m}^{-}-\phi_{m}, \psi_{m}\right\rangle \\
& +\frac{1}{2}\left\langle 4 j_{m}^{-}-\psi_{m}, 4 j_{n}-\psi_{m}\right\rangle \tag{III}
\end{align*}
$$

But since

$$
b\left(\psi_{m}-\phi_{m}, \psi_{m}-\phi_{m}\right)=b\left(\psi_{m}, \psi_{m}\right)-2 b\left(\phi_{n}, \psi_{m}\right)+b\left(\phi_{m}, \phi_{m}\right)
$$

and

$$
\left\langle 4 j-\psi_{m}, \psi j_{m}-\psi_{m}\right\rangle=\left\langle 4 j_{m}, 4 j_{m}\right\rangle-2\left\langle 4 j_{m}, \psi_{m}\right\rangle+\left\langle\psi_{m}, \psi_{m}\right\rangle
$$

the equation (II.8) can be rewritten as

$$
\begin{align*}
F\left(\psi_{m}\right)= & b\left(\psi_{m}-\phi_{m}, \psi_{m}-\phi_{m}\right)-b\left(\phi_{m}, \phi_{m}\right)-\left\langle\phi_{m}, \psi_{m}\right\rangle \\
& +\frac{1}{2}\left\langle 4 j_{m}, 4 j_{m}\right\rangle+\frac{1}{2}\left\langle\psi_{m}, \psi_{m}\right\rangle \tag{III}
\end{align*}
$$

The value of the functional at $\phi_{m}$ is

$$
\begin{align*}
F\left(\phi_{m}\right)= & -b\left(\phi_{n}, \phi_{m}\right)-\frac{1}{2}\left\langle\phi_{m}, \phi_{m}\right\rangle  \tag{II.10}\\
& +\frac{1}{2}\left\langle 4 j_{m}, 4 j-\right\rangle
\end{align*}
$$

Subtracting equation (II.10) from equation (II.9) one gets

$$
\begin{gathered}
F\left(\psi_{m}\right)-F\left(\phi_{m}\right)=b\left(\psi_{m}-\phi_{m}, \psi_{m}-\phi_{m}\right)+\frac{1}{2}\left\langle\phi_{m}, \phi_{m}\right\rangle \\
-\left\langle\phi_{m}, \psi_{m}\right\rangle+\frac{1}{2}\left\langle\psi_{m}, \psi_{m}\right\rangle
\end{gathered}
$$

or

$$
F\left(\psi_{m}\right)=F\left(\phi_{m}\right)+b\left(\psi_{m}-\phi_{m}, \psi_{m}-\phi_{m}\right)+\frac{1}{2}\left\langle\phi_{m}-\psi_{m}, \phi_{m}-\psi_{m}\right\rangle
$$

and for $\phi_{m} \neq \psi_{m}, \phi_{m} \in H_{2}^{1}$,

$$
F\left(\psi_{m}\right)>F\left(\phi_{m}\right) \quad, \text { for all } \psi_{m} \in H_{2}^{L}
$$

where $\phi_{m}$ is the solution of the diffusion equation (II.2) subject to the irradiation of $j_{n}^{-}\left(r_{s}\right)$.

Therefore, $F\left(\psi_{m}\right)$ is minimized by $\phi_{m}$, as was to be proven.

Galerkin Approximation
The Galerkin approximation for variational problem (II.1), can be derived assuming that $F\left(\psi_{m}\right)$ has a minimum at $\phi_{m} \in H_{2}^{1}$, which implies that $F\left(\phi_{m}+t \psi_{m}\right)$ has a minimum at $t=0$ for arbitrary $\psi_{m} \in H_{2}^{1}$, or

$$
\left.\frac{\partial}{\partial t} F\left(\phi_{m}+t \psi_{m}\right)\right|_{t=0}=0 \quad, \text { for all } \psi_{m} \in H_{2}^{l}
$$

Then,

$$
\begin{aligned}
& F\left(\phi_{m}+t \psi_{m}\right)=b\left(\phi_{n}+t \psi_{n}, \phi_{m}+t \psi_{m}\right)- \\
& 2\left(s_{m}, \phi_{m}+t \psi_{m}\right)+\frac{1}{2}\left\langle 4 j_{m}-\phi_{m}-t \psi_{m}, 4 i_{m}-\phi_{m}-t \psi_{m}\right\rangle
\end{aligned}
$$

or

$$
\begin{aligned}
& F\left(\phi_{m}+t \psi_{m}\right)=F\left(\phi_{m}\right)+2 t\left[b\left(\phi_{m}, \psi_{m}\right)-\right. \\
& \left.\left(s_{n}, \psi_{m}\right)-\frac{1}{2}\left\langle 4_{m}-\phi_{m}, \psi_{m}\right\rangle\right]+\frac{t^{2}}{2}\left\langle\psi_{m}, \psi_{m}\right\rangle
\end{aligned}
$$

But

$$
\frac{\partial}{\partial t} F\left(\phi_{n}+t \psi_{n}\right)_{t=0}=0 \quad \text {, for all } \psi_{n} \in H_{2}^{1}
$$

results in

$$
b\left(\phi_{m}, \psi_{m}\right)=\left(s_{m}, \psi_{m}\right)+\frac{1}{2}\left\langle 4 j_{m}^{-}-\phi_{m}, \psi_{m}\right\rangle
$$

Then using the definition of a $\left(\phi_{m}, \psi_{m}\right)$ in chapter 3 , one obtains

$$
a\left(\phi_{m}, \psi_{m}\right)=\left(s_{m}, \psi_{m}\right)+\frac{1}{2}\left\langle 4 j, \psi_{m}\right\rangle_{m}, \text { for all } \psi_{m} \in H_{2}^{1}
$$

which is the Galerkin approximation derived in Chapter 3 .

Ritz-Galerkin Approximation
The Ritz-Galerkin approximation can be obtained by admitting the solution defined by equation (3.8) in Chapter 3, in order to minimize the functional $F\left(\psi_{m}\right)$.

Rewriting the functional (II.3) as

$$
\begin{aligned}
F\left(\psi_{m}\right)= & b \cdot\left(\psi_{m,} \psi_{m}\right)-2\left(\operatorname{sm}, \psi_{m}\right)+\frac{1}{2}\langle 4 j-4 j\rangle \\
& -\left\langle 4 j_{m}, \psi_{m}\right\rangle+\frac{1}{2}\left\langle\psi_{m}, \psi_{m}\right\rangle
\end{aligned}
$$

and inserting the approximation (3.8) of Chapter 3,

$$
\begin{aligned}
& F\left(\phi_{m}^{h}\right)=\sum_{i=1}^{N_{e}} \sum_{j=1}^{N_{e}} \phi_{m i} \phi_{m_{j}} \cdot b^{\prime}\left(\psi_{m_{i}}, \psi_{m j}^{h}\right)-2 \sum_{j=1}^{N_{e}} \phi_{m j}\left(S_{m}, \psi_{m j}\right)^{h}+\frac{1}{2}\left\langle 4 j_{m}, 4 j_{m}\right\rangle \\
& -\sum_{j=1}^{N_{e}} \phi_{m j}\left\langle 4 j_{m,} \psi_{n j} h_{i}\right\rangle+\frac{1}{2} \sum_{i=1}^{N_{e}} \sum_{j=1}^{N_{e}} \phi_{m i} \phi_{n j}\left\langle\psi_{m i} h_{m j} \psi_{m}^{h}\right\rangle .
\end{aligned}
$$

By imposing $\frac{\partial}{\partial \phi_{m k}} F\left(\phi_{n}^{h}\right)=0$ for all $k=1, \ldots, N_{e}$, the stationary point which coincides with the minimum of $F\left(\phi_{m}^{h}\right)$ is obtained,

$$
\begin{gather*}
\frac{\partial}{\partial \phi_{m k}} F\left(\phi_{m}^{h}\right)=0=2 \sum_{i=1}^{N_{e}} \phi_{m i} b\left(\psi_{m i}^{h}, \psi_{m k}^{h}\right)-2\left(s_{m}, \psi_{m k}^{h}\right)  \tag{II.11}\\
\quad-\frac{1}{2}\left\langle\psi_{j-}^{j}, \psi_{m k}^{h}\right\rangle+\sum_{i=1}^{N_{e}} \phi_{m i}\left\langle\psi_{m i}^{h}, \psi_{m k}^{h}\right\rangle
\end{gather*}
$$

Then from the definition of a $\left(\Psi_{m}, \psi_{m}\right)$ from Chapter 3, equation (II.11) can be rewritten as

$$
\begin{equation*}
\sum_{i=1}^{N e} \phi_{m_{i}} a\left(\psi_{m i}^{k}, \psi_{m k}^{h}\right)=\left(s_{m}, \psi_{m k}^{h}\right)+2\left\langle j_{m}, \psi_{m k}^{h}\right\rangle \tag{II.12}
\end{equation*}
$$

which is the Ritz-Galerkin approximation.

## APPENDIX III <br> INTERPRETATION OF THE BLOCK-JACOBI SPECTRAL NORM

The spectral norm of the block-Jacobi matrix shown in Fig. 4.5 can be given by the largest absolute row sum. (2) From the definition of the matrices $\mathrm{T}_{\mathrm{k}}(i, j), k=1, \ldots, 4$, given in Sec. 4.2 and observing the block-row (i,j), the block-Jacobi row sum is given by the row sum of the response matrix $\mathbb{R}^{\mathbf{J}-}(i, j)$. Therefore the spectral norm can be given by the largest absolute row sum of all response matrices $\mathbb{R}^{\mathbb{J}^{-}}(i, j), i=1, \ldots, i_{\text {max }} ; j=1, \ldots, j_{\text {max }}$.

A physical interpretation of the spectral norm can be obtained by assuming a simpler situation, where the partial currents on each face of the coarse mesh are assumed spatially constant. In this case no negative alemont is possible (Table 4.1 and 4.2) in the response matrix $\mathbb{R}^{J-}(i, j)$ because a positive inward partial current on any face of the coarse mesh must yield positive outward partial currents from each face of the coarse mesh.

If an inward partial current of constant magnitude is considered,

$$
\underline{J}(i, j)=\operatorname{col}(1,1,1,1),
$$

the outward partial current is given, in the absence of internal sources, by

$$
\underline{J}^{+}(i, j)=\left[\begin{array}{l}
\text { lst row sum of } \mathbb{R}^{J}(i, j) \\
2 n d \text { row sum of } \mathbb{R}^{J}(i, j) \\
3 \text { rd row sum of }(i, j) \\
4 t h \text { row sum of } \mathbb{R}^{J}(i, j)
\end{array}\right]
$$

Since the magnitude of the outward partial current must be less than the magnitude of the inward partial current, every element of $\underline{J}^{+}(i, j)$ must be less than unity, and it can be interpreted as the probability of an incident neutron to emerge from a boundary of the coarse mesh without being absorbed or outscattered.

Because every element of $\mathbb{R}^{\mathcal{J}}(i, j)$ is positive, each element of $\underline{J}^{+}(i, j)$ coincides with the absolute row sum of $\mathbb{R}^{\mathbf{J}}(i, j)$. Therefore the spectral norm of the block-Jacobi matrix may be interpreted as the largest probability of an incident neutron to emerge from some side of any coarse mesh. Equivalently, the spectral norm is the largest transmission or reflection probability in the system.

Therefore the block-Jacobi matrix will have a larger spectral norm for coarse meshes with smaller dimensions or decreased absorption+removal cross section, since the transmission probability in each case will increase.

## APPENDIX IV

## DIFFUSION GROUP CONSTANTS

The one-group diffusion constants for the simplified $200 \mathrm{~cm} \times 200 \mathrm{~cm}$ bare reactor used for fixed source calculations are given in Table IV.l.

Table IV. 1 One-group diffusion constants for bare homogeneous reactor. (Source $=1.0 / \mathrm{s} / \mathrm{cm}^{3}$ ).

| $\mathrm{D}(\mathrm{cm})$ | $\sum_{a}(/ \mathrm{cm} / \mathrm{b})$ | $\nu \sum_{f}(/ \mathrm{cm} / \mathrm{b})$ | $\mathrm{B}_{\mathrm{z}}^{2}\left(/ \mathrm{cm}^{2}\right)$ |
| :---: | :---: | :---: | :---: |
| .90 | .10 | .09 | 0.0 |

The two-group diffusion constants for 2D-IAEA benchmark problem ${ }^{(47)}$ and Biblis benchmark problem ${ }^{(56)}$ are given in Tables IV. 3 and IV.2, respectively.

Table IV. 2 - Two-group diffusion constants for Biblis benchmark problem. (56)

$$
\left(B_{z}^{2}=0.0, X^{1}=1.0, X^{2}=0.0\right)
$$

| ZONE |  | $D^{8}$ | $\sum_{a}^{g}$ | $\sum_{f}^{g}$ | $\nu \sum_{f}^{g}$ | $\sum_{12}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1.4360 | . 0095042 | . 0023768 | . 0058708 | .017754 |
|  | 2 | . 3635 | . 0750058 | . 0388940 | . 0960670 |  |
| 2 | 1 | 1.4366 | . 0096785 | . 0025064 | . 0061908 | .017621 |
|  | 2 | .3636 | . 0784360 | . 0419350 | . 1035800 |  |
| 3 | 1 | 1.3200 | . 0026562 | . 0 | . 0 | .023106 |
|  | 2 | . 2772 | . 0715960 | . 0 | . 0 |  |
| 4 | 1 | 1.4389 | . 0103630 | . 0030173 | . 0074527 | .017101 |
|  | 2 | . 3638 | . 0914080 | . 0535870 | . 1323600 |  |
| 5 | 1 | 1.4381 | . 0100030 | . 0025064 | . 0061908 | .017290 |
|  | 2 | . 3665 | . 0848280 | . 0419350 | . 1035800 |  |
| 6 | 1 | 1.4385 | . 0101320 | . 0026026 | . 0064285 | . 017192 |
|  | 2 | . 3665 | . 0873140 | . 0441740 | . 1091100 |  |
| 7 | 1 | 1.4389 | . 0101650 | . 0025064 | . 0061908 | . 017125 |
|  | 2 | . 3679 | . 0880240 | . 0419350 | . 1035800 |  |
| 8 | 1 | 1.4393 | . 0102940 | . 0026026 | . 0064285 | .017027 |
|  | 2 | . 3680 | . 0905100 | . 0441740 | . 1091100 |  |

Table IV. 3 Two-group diffusion constants for 2D-IAEA benchmark problem. $\left(\mathrm{B}_{\mathrm{z}}^{2}=.8 \times 10^{-4} \mathrm{~cm}^{-2}\right)$.

| Zone | $D^{1}$ | $D^{2}$ | $\Sigma_{21}$ | $\sum_{a}^{1}$ | $\sum_{a}^{2}$ | $\nu \sum_{f}^{2}$ | $\chi^{1}$ | $\chi^{2}$ | material |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| 1 | 1.5 | .4 | .02 | .01 | .08 | .135 | 1. | .0 | fuel 1 |
| 2 | 1.5 | .4 | .02 | .01 | .085 | .135 | 1. | .0 | fuel 2 |
| 3 | 1.5 | .4 | .02 | .01 | .13 | .135 | 1. | .0 | fuel2+rod |
| 4 | 2.0 | .3 | .04 | .0 | .01 | .0 | 0. | .0 | reflector |
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